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Single Image Dehazing and Denoising: A Fast Variational Approach∗

Faming Fang†, Fang Li‡, and Tieyong Zeng§

Abstract. In this paper, we propose a new fast variational approach to dehaze and denoise simultaneously. The
proposed method first estimates a transmission map using a windows adaptive method based on the
celebrated dark channel prior. This transmission map can significantly reduce the edge artifact in
the resulting image and enhance the estimation precision. The transmission map is then converted
to a depth map, with which the new variational model can be built to seek the final haze- and
noise-free image. The existence and uniqueness of a minimizer of the proposed variational model is
further discussed. A numerical procedure based on the Chambolle–Pock algorithm is given, and the
convergence of the algorithm is ensured. Extensive experimental results on real scenes demonstrate
that our method can restore vivid and contrastive haze- and noise-free images effectively.
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1. Introduction. Due to the presence of the atmosphere, the light reflected from a scenario
is always scattered before it reaches the camera lens, and the light collected by any camera
lens is usually blended with the airlight [26, 41]. This leads to inevitable image degradation
such as increasing noise, reduction of intensity contrast, and loss of color fidelity. This kind of
degradation is particularly serious when the weather conditions are poor, i.e., when aerosols
such as haze, fog, rain, dust, or fumes are present. For instance, as a common weather
phenomenon, fog may produce an albedo effect, which leads to ambiguity and noise [20].
These phenomena, to some extent, have adverse effects on comprehension and extraction
of contents from the images. Therefore, effective haze removal (or dehazing) and denoising
methods are urgently needed in real applications.

Indeed, the image dehazing and denoising of natural scene images have attracted much
attention in imaging science recently. The advantages of such operations are clear. First,
the haze- and noise-free images are visually more vivid and appealing; second, the haze- and
noise-free images are more suitable for many important applications such as image segmen-
tation, feature extraction, and image fusion. However, as usually the haze depends strongly
on unknown depth information, the image dehazing problem is a very challenging task. The
problem will be more ill-posed if the input data is only a single image [24]. In the litera-
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ture, various approaches have been proposed to handle the image dehazing problem. We can
roughly classify these methods into two categories: multiple image dehazing and single image
dehazing. Among the first kind of approaches, the polarization-based methods can remove
haze effectively through multiple images of the same scene with different degrees of polariza-
tion [38, 39]. In [30, 32, 34, 38, 39], the dehazed image is obtained from several images of
the same scene and angle under different weather conditions. In depth-based methods, an
approximate 3D geometrical model of the input scene is needed for dehazing [25, 33]. Since
both multiple images and a 3D geometrical model are difficult to acquire in real applications,
the above methods are somewhat impractical.

Single image dehazing methods have thus been more attractive. As the input data has only
one image, these methods usually need rather strong prior information or assumptions. In [20],
relying on the assumption that the transmission and surface shading are locally uncorrelated,
the albedo of the scene and the medium transmission are inferred, and impressive dehazed
results are thus obtained. However, this method may fail in heavily hazy images or in the case
when the assumption is seriously violated. In [41], observing when the airlight (see discussion
after (2.2) for definition) in natural images tends to be smooth and the haze-free image has
more contrast than the original hazy image, Tan proposes to remove the haze by maximizing
the local contrast of the restored image. This approach can produce impressive results, though
the physical meaning of the above observations is somewhat vague. In [24], He, Sun, and Tang
present a novel prior: the dark channel prior. A powerful single image haze removal method is
then proposed based on this prior. Using this method, they can directly estimate the thickness
of the haze and recover a high-quality haze-free image. However, the CPU time and memory
consumption of this method are rather high, and the resulting image may contain some noise
especially for a heavy haze scene.

Moreover, a common disadvantage of the above single image dehazing methods is that
they all ignore the presence of noise. As noise is somewhat inevitable in natural images,
the dehazed image produced by the above approaches might contain some heavy noise. This
phenomenon can be easily observed in [24]. To overcome this drawback, a possible solution is
that we can further denoise after obtaining the dehazed image.

A promising denoised result should contain the most reliable estimation of the original
image given a degraded input. Since denoising may introduce blurring or artifacts, it has
remained a challenge for researchers. In recent decades, extensive denoising methods have
been developed, such as [6, 16, 18, 36, 43]. Among them, a noteworthy method is the Rudin–
Osher–Fatemi (ROF) denoising model [36], in which a total variation (TV) prior is used as a
global regularization term. The TV and its adaptive term, such as weighted TV or vectorial
TV (VTV), have been proved to be effective for edge preservation, and they have been applied
in many image processing tasks, such as image denoising [4], image restoration [7, 14, 15, 17],
deblurring [12], filtering [29], and so on. Note that the minimization on the TV related
models can be handled by fast algorithms, such as the Chambolle projection method [11],
the Chambolle–Pock algorithm [10], the augmented Lagrangian method [40], and the split
Bregman iteration [21].

However, as denoising may causally lead to the blurring of some useful details, the naive
approach is that first dehazing and then denoising should be improved. To preserve more
details in images, we propose considering a simultaneous procedure for dehazing and denosing.
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Indeed, in this paper, inspired by He, Sun, and Tang [24], we first present an improved
approach named the windows adaptive method to estimate the transmission map from the
hazy image. This improved method can overcome the edge artifact, and then the process of
soft matting in [24], which is very time-consuming, can be avoided. By using this transmission
map in the data fidelity term, we then propose a new variational model with weighted vectorial
total variation (WVTV). By minimizing the energy efficiently, a haze- and noise-free image is
then recovered simultaneously from the original single hazy image.

The main contributions will be clear:
• we present a windows adaptive method to estimate the transmission map;
• we propose a new energy model for dehazing and denoising simultaneously;
• we discuss the existence and uniqueness of the minimizer of the proposed energy

functional;
• to the best of our knowledge, the framework of the weighted vectorial total variation

introduced here is somewhat new and could be applied elsewhere;
• we describe the numerical procedure for our energy based on the Chambolle–Pock

algorithm as well as its convergence.
The rest of the paper is organized as follows. In section 2, we briefly introduce the back-

ground and related works for the dehazing problem. In section 3, a new windows adaptive
method is presented, and we introduce our convex variational model for simultaneously de-
hazing and denoising. The basic mathematical properties related to the proposed model are
then addressed in section 4. Moreover, section 5 describes the numerical scheme and its con-
vergence property. In section 6, we show the results after applying our approach on a set
of natural images and illustrate the superior performance of our approach. Finally, some
concluding remarks are given in section 7.

2. Background and related works. In computer vision and computer graphics, the for-
mation of a hazy image can naturally be described as follows [20, 24, 30, 31, 33]:

(2.1) I(x) = t(x)J(x) + (1− t(x))A,

where I : Ω → [0, 255]3 is the observed hazy image, Ω is a connected bounded open subset of
R
2 with compact Lipschitz boundary, x ∈ Ω is the 2D spatial location in an image, and A is

the atmospheric light, which is assumed to be globally constant. Moreover, J : Ω → [0, 255]3

is the surface radiance, and t : Ω → [0, 1] is the transmission describing the portion of the
light that is not distorted. When the atmosphere is homogenous, the transmission t(x) can
be described as follows [20, 23]:

(2.2) t(x) = e−ηd(x),

where η is the medium extinction coefficient (typically, we can set it as 1) and d(x) is the
depth of scene, which is always nonnegative since t ≤ 1.

In (2.1), the terms t(x)J(x) and (1− t(x))A are called the direct attenuation and airlight,
respectively [26, 41]. Since only the hazy image I is given, we should recover J, t(x), and A
from I. Note that the estimation of A itself is not so easy. Most of the existing methods,
such as [20, 41], set the highest intensity of the input image as A. In this paper, similarly
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to [24], we handle this issue with the help of the so-called dark channel prior; for details, see
discussion after (2.5).

Indeed, the dark channel prior presented by He, Sun, and Tang [24] is a kind of statistics
on haze-free outdoor images. This prior is based on the following observation: in most of
the nonsky patches of the haze-free outdoor image, at least one color channel has very low
intensity. For an image J, formally, the dark channel Jdark is defined as

(2.3) Jdark(x) = min
c∈{R,G,B}

(
min

y∈ω(x)
Jc(y)

)
,

where c ∈ {R,G,B} is a color channel, Jc is a single band image of J, and ω(x) is a local
patch centered at x. Then the dark channel prior can be formulated as

(2.4) Jdark(x) ≈ 0.

Assuming that the transmission t is a constant in the local patch ω(x), and taking the min
operation in the local patch and three color channels on the haze image I, a rough version of
t (denoted t0) can be obtained by (2.1) and (2.4):

(2.5) t0(x) = 1− ν min
c∈{R,G,B}

(
min

y∈ω(x)

(
Ic(y)

Ac

))
,

where ν ∈ (0, 1] is used to keep some depth information of the natural image and is commonly
set as ν = 0.95 [24]. Additionally, among the pixels which are the brightest 0.1% in Jdark, the
pixels with the highest intensity in I are picked as the atmospheric light A.

After obtaining t0, a dehazed image can be recovered according to (2.1); i.e.,

(2.6) J0(x) =
I(x)−A

max(t0(x), ε0)
+A,

where ε0 > 0 is a constant to avoid division by zero (typically, we can set ε0 as 0.1).
As shown in [24], J0 may contain some edge artifacts around edges (see the roof in Fig-

ure 1(b) below, for example) because the transmission t0 is not so accurate. In order to
overcome this defect, the authors of [24] use the soft matting method [28] to refine t0. How-
ever, the procedure of solving a linear equation MX = b is needed for their soft matting
method, which leads to high computational complexity. Here M is a very large matting
Laplacian matrix with size N1N2 × N1N2 given an image with N1 × N2 pixels. Therefore,
this method is not suitable for real-time or nearly real-time dehazing. Besides, as mentioned
above, the result of He, Sun, and Tang may contain some unpleasant noise especially in the
heavy haze scene.

3. The proposed method. In this section, we first present a new method for estimating
the transmission map and then construct an energy functional to recover the final haze- and
noise-free image.
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3.1. Windows adaptive method. As mentioned above, the dehazed result obtained by
(2.5) and (2.6) contains some edge artifacts, especially on the boundary of an object. This is
due to the limitation that the transmission t is assumed to be a constant in the local patch
ω(x). However, this is not always true. Indeed, when ω(x) contains a sharp edge, the constant
assumption of t is clearly wrong. This inevitably leads to undesired results.

To avoid the edge artifact, now we present a new method for choosing the local patch. We
term this method the windows adaptive method.

For a y ∈ ω(x) we define a distance to measure the intensity difference between x and y,

(3.1) �c(x, y) := |Ic(x)− Ic(y)|.
The top r% pairs of pixel and channel which have minimal distance among all bands (y ∈ ω(x),
c ∈ {R,G,B}) are selected (usually, we set r = 40). Defining this selected set as ωc(x),
equation (2.5) can be changed accordingly:

(3.2) t0(x) = 1− ν min
(y,c)∈ωc(x)

(
Ic(y)

Ac

)
,

where again ν = 0.95 and A = (AR,AG,AB) is obtained along the lines of the method of He,
Sun, and Tang (see [24] or the discussion after (2.5) for details).

After obtaining t0, we can get a new J0 using (2.6). The experiment done in many
images shows that this adaptive method can avoid edge artifacts, as shown in Figure 1(d)
below. However, observing those dehazed images, we can also find that they are both dark in
intensity and low in contrast, and they contain noise. So we need to further refine the results
to get more impressive outcomes.

3.2. The proposed model. Obviously, (2.1) can be rewritten as

(3.3) Ac − Ic = t(Ac − Jc).

In order to avoid product form, we convert (3.3) into the logarithmic domain, i.e.,

(3.4) log(Ac − Ic) = log t+ log(Ac − Jc).

As shown in (2.2), t is an exponential function of the depth map d, so we have

d = −1

η
log t,

where again η is a positive constant and, for simplicity, we set it to 1 for all our numerical
tests.

We further set fc =
1
η log(Ac − Ic) and gc =

1
η log(Ac − Jc); then (3.4) is equal to

(3.5) gc = fc + d.

Let g = {g
R
, g

G
, g

B
}, f = {f

R
, f

G
, f

B
}, and d = {d, d, d}. The above equation can be rewritten

as

(3.6) g = f + d.

Our coming variational model will be based on the following assumptions:
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• Since J is the surface radiance at the intersection point of the scene and the real-
world ray corresponding to the pixel x, we can reasonably say that g is piecewise
constant. Thus a WVTV,

∫
Ω h(x)|Dg(x)|, can be set as the regularization term of

g [3, 4, 5, 17, 27, 37, 42], where h(x) is a positive continuous real-valued function
related to the haze thickness (see (3.9) below for a particular choice) and

(3.7)

∫
Ω
h|Dg| := sup

ϕ∈C1
0 (Ω,R3×2)

{∫
Ω
〈g,∇ ·ϕ〉dx : |ϕ(x)| ≤ h(x) ∀x ∈ Ω

}
.

Here, Dg is the distributional gradient of g, ϕ := (ϕ
R
, ϕ

G
, ϕ

B
) : Ω → R

3×2 is a vector-
valued function,∇· is the divergence operator such that∇·ϕ = −(∇Tϕ

R
,∇Tϕ

G
,∇Tϕ

B
) :

Ω → R
3, ∇ is the gradient in the classical sense, the product 〈·〉 is the Euclidean scalar

product which implies that 〈g,∇·ϕ〉 = −∑
c∈{R,G,B}〈gc,∇Tϕc〉, and the norm | · | can

be defined in different ways, such as | · |L∞ , | · |L2 . In this paper, we use | · |L2 since it
is the most standard definition of the VTV norm [4]; that is,

|ϕ| =
√ ∑

c∈{R,G,B}
〈ϕc, ϕc〉.

• The depth map is piecewise regular. Therefore, the regularization term is used by∫
Ω |Dd|.

Overall, we propose to minimize the following energy functional for recovering the haze-
and noise-free image simultaneously:

(3.8) E(g, d) :=

∫
Ω
h|Dg|+ λ

∫
Ω
|Dd|+ 1

2

∫
Ω
|g − f − d|2dx+

γ

2

∫
Ω
|d− d0|2dx,

where d0 = − 1
η log t0 (see (3.2)) and λ, γ are positive parameters with larger values indicating

more important corresponding terms. In the above formula, the last two terms are the data
fidelity terms. Since the WVTV can denoise effectively while keeping the boundary [3, 5,
27, 42], and there exists a regularization term on d, the minimization of our energy also can
denoise effectively.

Now we give some details on the selection of the function h. Note that, as mentioned
previously, the hazy image usually contains some noise. Moreover, we also observe that the
noise is not uniform. Usually, it is rather serious in scenes with dense haze and is rather
light in scenes of mist. As we aim to maintain as many details as possible while denoising,
we should set a large h(x) in the haze-dense area and set a small h(x) in the mist scene.
Generally speaking, the depth map d0 can roughly describe the thickness of haze. In this
paper, we assume that h(x) is an increasing function of d0(x), i.e.,

(3.9) h(x) :=
1

1 + ke−5d0(x)
,

where k is a nonnegative parameter that determines the depth level of the image and the
constant 5 is empirically fixed.
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Since the space of functionals of bounded variation BV (Ω) contains the set of piecewise
smooth functions, it is a suitable space for images and has been frequently used in many image
processing problems [1, 22, 36]. Therefore, we choose BV (Ω) as our search space for d. In
detail, the space BV (Ω) is defined as follows:

BV (Ω) =

{
d ∈ L1(Ω);

∫
Ω
|Dd| < +∞

}
.

Further, for g, we can use the vector-valued space BV(Ω), which is defined as follows:

BV(Ω,R3) =

{
g ∈ L1(Ω,R3);

∫
Ω
|Dg| < +∞

}
.

Then the total space Λ of our energy functional can be defined as

(3.10) Λ := {(g, d)|(g, d) ∈ BV(Ω,R3)×BV (Ω)}.

After the functional space has been chosen, the minimizing problem of (3.8) can be cast as
the following regular form:

(3.11) inf
(g,d)∈Λ

E(g, d).

4. Existence and uniqueness of the minimizer. The goal of this section is to prove
the existence and uniqueness of the solution for (3.11) based on fundamental theories in
optimization. For this, we need the following two lemmas.

Lemma 4.1 (lower semicontinuity). If the sequences {gj} ⊂ BV(Ω,R3) and g∗ ∈ BV(Ω,R3)
satisfy that gj →

L1(Ω,R3)
g∗, i.e.,

lim
j→+∞

∫
Ω
|gj − g∗|dx = 0,

then ∫
Ω
h|Dg∗| ≤ lim inf

j→+∞

∫
Ω
h|Dgj |.

Proof. Define

S := {ϕ ∈ C1
0 (Ω); |ϕ(x)| ≤ h(x) ∀x ∈ Ω}.

For fixed ϕ ∈ S, ∇ ·ϕ is bounded on Ω. By (3.7), readily we have∫
Ω
〈g∗,∇ ·ϕ〉dx = lim

j→+∞

∫
Ω
〈gj ,∇ ·ϕ〉dx ≤ lim inf

j→+∞
sup
φ∈S

{∫
Ω
〈gj,∇ · φ〉dx

}
= lim inf

j→+∞

∫
Ω
h|Dgj |.

Taking the sup of ϕ over the set S, we obtain∫
Ω
h|Dg∗| ≤ lim inf

j→+∞

∫
Ω
h|Dgj |.
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Lemma 4.2. If g ∈ BV(Ω,R3), and h1, h2 : Ω → R are both continuous real-valued func-
tions such that h1(x) ≤ h2(x) for all x ∈ Ω, then∫

Ω
h1|Dg| ≤

∫
Ω
h2|Dg|.

Proof. This follows directly from (3.7) since |ϕ(x)| ≤ h1(x) implies |ϕ(x)| ≤ h2(x).
Now we are ready to prove the existence and uniqueness of the solution for (3.11).
Theorem 4.3. Let Ω be a connected bounded open subset of R

2 with compact Lipschitz
boundary, and let λ, γ > 0. Assume that f ∈ L2(Ω,R3) and that d0 ∈ L2(Ω) is nonnegative;
then the minimization problem (3.11) admits a unique solution (g∗, d∗) ∈ Λ.

Proof. (a) Existence. First, the energy functional is nonnegative, so there exists the
infimum. Further, when g and d are constants, the energy is bounded. Therefore, the en-
ergy (3.11) is well defined.

Let {(gj , dj)} ∈ Λ be a minimizing sequence of problem (3.11). Then there exists a
constant M (which could change line by line) such that

E(gj , dj) =

∫
Ω
h|Dgj |+ λ

∫
Ω
|Ddj |+ 1

2

∫
Ω
|gj − f − dj |2dx+

γ

2

∫
Ω
|dj − d0|2dx ≤ M.

As d0 ∈ L2(Ω), we have
∫
Ω |d0|2dx ≤ M . Observing that

∫
Ω |dj − d0|2dx ≤ M , we have∫

Ω
|dj |2dx =

∫
Ω
|(dj − d0) + d0|2dx ≤ 2

∫
Ω
|dj − d0|2dx+ 2

∫
Ω
|d0|2dx ≤ M.

Then the boundedness of ||dj ||1 is automatically obtained by Holder’s inequality:

||dj ||1 ≤ |Ω| 12 ||dj ||2 ≤ M.

Since
∫
Ω |Ddj | ≤ M , we can deduce that {dj} is uniformly bounded in BV (Ω). Thus, there

exist a subsequence (also denoted by {dj}) and d∗ ∈ BV (Ω) such that

(4.1) dj →
L1(Ω)

d∗, dj ⇀
L2(Ω)

d∗, and dj ⇀
BV −w∗ d

∗,

where dj →
L1(Ω)

d∗ means that dj converges strongly to d∗ in L1(Ω), dj ⇀
L2(Ω)

d∗ means that

dj converges weakly to d∗ in L2(Ω), and dj ⇀
BV−w∗ d∗ means that dj converges to d∗ for the

weak* topology of BV (Ω).
Meanwhile, from (3.9), we take δ0 = 1

1+ke−5 infx d0(x)
and then δ0 ∈ (0, 1). As a consequence,

we have h ≥ δ0 ≥ 1
1+k . By Lemma 4.2, {gj}, where the index j is the same as (4.1), meets

(4.2) δ0

∫
Ω
|Dgj | ≤

∫
Ω
h|Dgj | ≤ M

and
1

2

∫
Ω
|gj − f − dj |2dx ≤ M.



IMAGE DEHAZING BY TOTAL VARIATION 977

Because f is given in L2(Ω,R3), the L2 norm of gj is uniformly bounded. Indeed,

‖gj‖2 = ‖(gj − f − dj) + f + dj‖2 ≤ ‖gj − f − dj‖2 + ‖f‖2 + ‖dj‖2 ≤ M.

Then we obtain the boundedness of ||gj ||1 by

||gj ||1 ≤ |Ω| 12 ||gj ||2 ≤ M.

Combining this with (4.2), we can conclude that {gj} is bounded in BV(Ω,R3). Hence, there
exist a subsequence (also denoted by {gj}) and g∗ ∈ BV(Ω,R3) such that

(4.3) gj −→
L1(Ω)

g∗, gj ⇀
L2(Ω)

g∗, and gj ⇀
BV−w∗ g

∗.

Therefore, up to a subsequence, {(gj , dj)} satisfies (4.1) and (4.3).
Because of the weak lower semicontinuity (w.l.s.c.) of the L2 and BV norms, we have

lim inf
j→+∞

λ

∫
Ω
|Ddj |+ γ

2

∫
Ω
|dj − d0|2dx ≥ λ

∫
Ω
|Dd∗|+ γ

2

∫
Ω
|d∗ − d0|2dx.

Since gj − dj ⇀ g∗ − d∗, we deduce that

lim inf
j→+∞

1

2

∫
Ω
|gj − f − dj |2dx ≥ 1

2

∫
Ω
|g∗ − f − d∗|2dx.

Finally, due to the lower semicontinuity of WVTV (see Lemma 4.1), we get

lim inf
j→+∞

∫
Ω
h|Dgj | ≥

∫
Ω
h|Dg∗|.

Therefore, we can conclude that

min
(g,d)∈Λ

E(g, d) = lim inf
j→+∞

E(gj , dj) ≥ E(g∗, d∗).

Hence, (g∗, d∗) is a minimal point of E(g, d).
(b) Uniqueness. All the terms in (3.8) are convex, so E is convex. Moreover, the Hessian

matrix of E0(g, d) :=
1
2

∫
Ω |g − f − d|2dx+ γ

2

∫
Ω |d− d0|2dx is

H =

[
1 −3
−1 3 + γ

]
.

As γ > 0, H is positive definite, and E0 and E are strictly convex.
Therefore, we can conclude that the minimization problem (3.11) admits a unique solu-

tion.
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5. Numerical schemes. In this section, the numerical procedure of the proposed en-
ergy (3.11) will be implemented. Note that (3.11) can be solved by many efficient methods,
such as the augmented Lagrangian method [40] and split Bregman iteration [21]. In this pa-
per, we adopt the multiple-splitting Chambolle–Pock algorithm [10, 13] due to its simplicity
and the control of the dual gap.

As shown in [10], the Chambolle–Pock algorithm is a first-order primal-dual algorithm for
convex optimization problems with known saddle-point structure. It is a promising method
which can solve our nondifferentiable convex optimization problem without inner loop and
can reduce the time and space overhead significantly. It has been proved that the Chambolle–
Pock algorithm can converge to a saddle-point with rate O(1/N) in finite dimensions. The
wide applications in many image processing problems, such as image segmentation, image
denoising, and image inpainting, have also demonstrated the superiority of the Chambolle–
Pock algorithm [10].

First, we give some notations. In the discrete setting, let X denote a real vector space
RN1×N2 , gc ∈ X denote the discrete image with size N1 ×N2, 〈·〉 denote the Euclidean inner
product, and I denote the identity matrix. Since Dg,Dd are usually treated as ∇g,∇d in
difference schemes [11] (recall that D and ∇ denote the distributional gradient and classical
gradient, respectively), we use ∇g,∇d instead of Dg,Dd in the following numerical schemes.
The discrete gradients ∇g,∇d are defined as

∇g = (∇gR ,∇gG ,∇gB ) =

( ∇xgR
∇xgG

∇xgB

∇ygR
∇ygG

∇ygB

)
, ∇d =

( ∇xd
∇yd

)
,

where ∇x and ∇y are the discrete derivative operators in the x- and y-directions, respectively.
In our numerical experiments, ∇x and ∇y are obtained by using finite difference approxi-
mations to the derivatives with symmetric boundary conditions in the respective coordinate
directions. For example, we define

(∇xd)i,j =

{
di+1,j − di,j, i = 1, 2, . . . , n− 1,
0, i = n.

In addition, ‖∇g‖1 and ‖∇d‖1 denote the discrete total variations of g and d; i.e.,

‖∇g‖1 =
∑
i,j

√
‖∇g

R
‖21 + ‖∇g

G
‖21 + ‖∇g

B
‖21 =

∑
i,j

√ ∑
c∈{R,G,B}

{
(∇xgc)

2
i,j + (∇ygc)

2
i,j

}
,

‖∇d‖1 =
∑
i,j

√
(∇xd)

2
i,j + (∇yd)

2
i,j.

Overall, the discrete version of (3.11) is

(5.1) min
g,d

Ed(g, d) := ‖h∇g‖1 + λ‖∇d‖1 + 1

2
‖g − f − d‖2 + γ

2
‖d− d0‖2,

and we can rewrite it as the following equivalent constrained problem:

(5.2) min
g,d,w1,w2

‖hw1‖1 + λ‖w2‖1 + 1

2
‖g − f − d‖2 + γ

2
‖d− d0‖2, s.t. w1 = ∇g, w2 = ∇d.
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To solve this problem, similarly to [13], let us convert it to the primal-dual problem using the
Lagrange multipliers method,

max
v1,v2

min
g,d,w1,w2

L(g, d,w1, w2,v1, v2) = ‖hw1‖1 + λ‖w2‖1 + 1

2
‖g − f − d‖2 + γ

2
‖d− d0‖2

+〈v1,w1 −∇g〉+ 〈v2, w2 −∇d〉.(5.3)

Let y = [v1, v2]
T and x = [g, d,w1, w2]

T . Denote

K :=

[−∇T 0 I 0
0 −∇T 0 I

]

as a continuous linear operator with the induced norm

(5.4) ‖K‖ = max{‖Kx‖ : x ∈ X, ‖x‖ ≤ 1}.

The min-max problem (5.3) can be written as

(5.5) max
y

min
x

L(x,y) := 〈Kx,y〉+G(x)− F ∗(y),

where G(x) = ‖hw1‖1 + λ‖w2‖1 + 1
2‖g − f − d‖2 + γ

2‖d − d0‖2 and F ∗(y) = 0. Note that
readily we have

F (x) =

{
0 if x = 0,
+∞ otherwise,

and

G∗(−KTy) =
1

2
‖∇Tv1‖2 + 〈f ,∇Tv1〉+ 1

2γ
‖
∑

∇Tv1c +∇T v2‖2 + 〈d0,
∑

∇Tv1c +∇T v2〉.

Similarly to [10, 13], the primal problem related to the above min-max problem is

min
x

F (Kx) +G(x)

or
min
Kx=0

G(x).

This is exactly our previous problem (5.2).
Proposition 5.1. The norm of K (see paragraph before (5.4)) is bounded by ‖K‖ ≤ 3.
Proof. Here, we note that Kx = [(w1 −∇g)T , (w2 − ∇d)T ]T . Since ‖∇‖2 ≤ 8 (see [11],

which can be readily extended to the vectorial case), we deduce that

‖Kx‖2 = ‖w1 −∇g‖2 + ‖w2 −∇d‖2
≤ (1 + 1

s )‖w1‖2 + (1 + s)‖∇g‖2 + (1 + 1
t )‖w2‖2 + (1 + t)‖∇d‖2

= (1 + 1
s )‖w1‖2 + (1 + s)

(‖∇g
R
‖2 + ‖∇g

G
‖2 + ‖∇g

B
‖2)+ (1 + 1

t )‖w2‖2 + (1 + t)‖∇d‖2
≤ (1 + 1

s )‖w1‖2 + (1 + s)
(
8‖gR‖2 + 8‖gG‖2 + 8‖gB‖2

)
+ (1 + 1

t )‖w2‖2 + (1 + t)‖∇d‖2
≤ (1 + 1

s )‖w1‖2 + 8(1 + s)‖g‖2 + (1 + 1
t )‖w2‖2 + 8(1 + t)‖d‖2,
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where s, t can be any positive constants.
In particular, we can choose the ones such that the coefficients of the last inequality are

the same: 1 + 1
s = 8(1 + s) = 1 + 1

t = 8(1 + t). This leads to t = s = 1
8 . Moreover,

‖Kx‖2 ≤ 9(‖w1‖2 + ‖g‖2 + ‖w2‖2 + ‖d‖2) ≤ 9‖x‖2.
According to (5.4), we have ‖K‖ ≤ 3.

Since both G(·) and F ∗(·) are proper, convex, and lower semicontinuous functionals, (5.5)
is exactly the same problem in [10], and thus we can use the Chambolle–Pock algorithm to
solve our model.

The regular Chambolle–Pock algorithm of (5.5) is as follows:⎧⎪⎪⎨
⎪⎪⎩

yn+1 = argmax
y

L(x̄,y)− 1
2τ ‖y − yn‖2,(5.6)

xn+1 = argmin
x

L(x,yn+1) + 1
2σ‖x− xn‖2,(5.7)

x̄ = 2xn+1 − xn,(5.8)

where σ and τ are two positive parameters.
In detail, (5.6) can be rewritten as

(vn+1
1 , v2

n+1) = argmax
v1,v2

〈v1, w̄1 −∇ḡ〉+ 〈v2, w̄2 −∇d̄〉 − 1

2τ
(‖v1 − vn

1‖2 + ‖v2 − v2
n‖2).

Obviously, the above formula is equal to⎧⎨
⎩

vn+1
1 = argmax

v1

〈v1, w̄1 −∇ḡ〉 − 1
2τ ‖v1 − vn

1‖2,
v2

n+1 = argmax
v2

〈v2, w̄2 −∇d̄〉 − 1
2τ ‖v2 − v2

n‖2.

Then we can obtain vn+1
1 and v2

n+1 by{
vn+1
1 = τ(w̄1 −∇ḡ) + vn

1 ,(5.9)

v2
n+1 = τ(w̄2 −∇d̄) + v2

n.(5.10)

The subproblem (5.7) can be rewritten as

(gn+1, dn+1,wn+1
1 , w2

n+1) = argmin
g,w1,d,w2

‖hw1‖1 + λ‖w2‖1 + 1
2‖g − f − d‖2

+γ
2‖d− d0‖2 + 〈vn+1

1 ,w1 −∇g〉+ 〈v2n+1, w2 −∇d〉
+ 1

2σ (‖g − gn‖2 + ‖w1 −wn
1‖2 + ‖d− dn‖2 + ‖w2 − w2

n‖2).
It is equivalent to the following form:⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(gn+1, dn+1) = argmin
g,d

1
2‖g − f − d‖2 + γ

2 ‖d− d0‖2 − 〈vn+1
1 ,∇g〉

+ 〈v2n+1,−∇d〉+ 1
2σ (‖g − gn‖2 + ‖d− dn‖2),

(5.11)

wn+1
1 = argmin

w1

‖hw1‖1 + 〈vn+1
1 ,w1〉+ 1

2σ‖w1 −wn
1‖2 ,(5.12)

w2
n+1 = argmin

w2

λ‖w2‖1 + 〈v2n+1, w2〉+ 1
2σ‖w2 − w2

n‖2.(5.13)
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For (5.11), we have the following proposition.
Proposition 5.2. The step (5.11) has a closed-form solution.
Proof. We first obtain the first-order variations with respect to g and d:{

(gn+1 − f − dn+1) +∇Tvn+1
1 + 1

σ (g
n+1 − gn) = 0,

−∑
c
(gn+1

c − fc − dn+1) + γ(dn+1 − d0) +∇T v2
n+1 + 1

σ (d
n+1 − dn) = 0.

Then the closed-form solution of g and d can be obtained from the above linear system:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dn+1 =
(1 + 1

σ )B +A

(1 + 1
σ )(3 + γ + 1

σ )− 3
,

gn+1 =
f + dn+1 −∇Tvn+1

1 + 1
σg

n

1 + 1
σ

,

where A =
∑

c fc +
1
σ

∑
c g

n
c −∑

c∇Tvn+1
1c , B = −∑

c fc + γd0 +
1
σd

n −∇T v2
n+1, and v1 =

{v1R
,v1G

,v1B
}.

The solutions of (5.12) and (5.13) can be directly solved by⎧⎪⎨
⎪⎩

wn+1
1 =

wn
1−σvn+1

1

|wn
1−σvn+1

1 | max(|wn
1 − σvn+1

1 | − σh, 0),(5.14)

w2
n+1 = w2

n−σv2n+1

|w2
n−σv2n+1| max(|w2

n − σv2
n+1| − σλ, 0).(5.15)

Additionally, the formula (5.8) is given as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

d̄ = 2dn+1 − dn,(5.16)

ḡ = 2gn+1 − gn,(5.17)

w̄1 = 2wn+1
1 −wn

1 ,(5.18)

w̄2 = 2w2
n+1 − w2

n.(5.19)

For the convergence assessment, we propose using the primal-dual gap [10] as our stopping
criterion. Classically, the primal-dual gap for (5.5) is defined as

(5.20) G(x,y) := F (Kx) +G(x) + F ∗(y) +G∗(−KTy).

Given a prescribed positive parameter ρ (very small, say 10−4) and the initial energy
Ed(g

0, d0), where g0 = f and d0 = d0 are initial values of g and d, when the primal-dual gap
is less than ρ ·Ed(g

0, d0) our algorithm can be considered to reach a steady state.
Therefore, taking all of the above into account, the overall computation procedure of the

proposed method is as presented in Algorithm 1.
The convergence of the proposed algorithm can be guaranteed by the following theorem.
Theorem 5.3. Denote L = ‖K‖, and choose the parameters σ, τ such that στL2 < 1. Let

(xn,yn) = (gn, dn,wn
1 , w2

n,vn
1 , v2

n) be the sequence derived from Algorithm 1. Then the
following hold:
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Algorithm 1: The computational procedure of the Chambolle–Pock algorithm for the
proposed variational model (5.1).

• Initialize: d̄ = d0 = d0, ḡ = g0 = f + d0,v0
1 = 0, v2

0 = 0, w̄1 = w0
1 = ∇g0, w̄2 = w2

0 = ∇d0

• Repeat until G(xn,yn) < ρ · Ed(g
0, d0):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vn+1
1 = τ(w̄1 −∇ḡ) + vn

1 ,
v2

n+1 = τ(w̄2 −∇d̄) + v2
n,

dn+1 =
(1+ 1

σ )B+A

(1+ 1
σ )(3+γ+ 1

σ )−3
,

dn+1 = (dn+1, dn+1, dn+1),

gn+1 =
f+dn+1−∇T vn+1

1 + 1
σ gn

1+ 1
σ

,

wn+1
1 =

wn
1−σvn+1

1

|wn
1−σvn+1

1 | max(|wn
1 − σvn+1

1 | − σh, 0),

w2
n+1 = w2

n−σv2
n+1

|w2
n−σv2n+1| max(|w2

n − σv2
n+1| − σλ, 0),

d̄ = 2dn+1 − dn,
ḡ = 2gn+1 − gn,

w̄1 = 2wn+1
1 −wn

1 ,
w̄2 = 2w2

n+1 − w2
n.

(a) there exists a saddle-point (x∗,y∗) such that

xn → x∗, yn → x∗;

(b) the (g∗, d∗) is exactly the solution of (5.1).
Proof. One can easily prove (a) following the proof of Theorem 1 in [10]. Further, as

shown in Proposition 3.1 in [19], (a) is equivalent to (b). Thus Theorem 5.3 is proved.

6. Experimental results and analysis. In this section, in order to examine the effectiveness
of the proposed method, we describe and analyze the experimental results on some natural
hazy images. Note that all the following experiments are implemented in MATLAB R2012b
on an Intel 3.33 GHz PC with 8 GB RAM. In what follows, we set the parameters of the
depth map (2.2) to η = 1; the parameters of energy (3.8) to k = 50, λ = 0.01, and γ = 0.1;
and the stopping criterion of Algorithm 1 to ρ = 10−4. Further, according to Theorem 5.3,
we need στL2 < 1 to ensure convergence. Since L = ‖K‖ ≤ 3, we need στ < 1/9. In our
experiments, we set σ = 1 and τ = 0.11.

6.1. The procedure of the proposed method. We now display the overall procedure of
the proposed method. In Figure 1, (a) is the original input, (b) is a haze-free image using
the dark channel prior presented by [24], (c) is the estimated transmission map using our
windows adaptive method (see section 3.1), and (d) is a recovered haze-free image using (c)
and formula (2.6). Clearly, (d) has no edge artifact, while there are some edge artifacts on
the boundary of some objects in (b). That is to say, the proposed windows adaptive method
outperforms the method of estimating the transmission from [24]. However, (d) is dark in
intensity, low in contrast, and contains noise. To improve these aspects, we further transform
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(a)

(b) (c) (d)

(e) (f) (g)

Figure 1. The procedure of the proposed method: (a) The original input image (600×450), (b) the recovered
haze-free image using a dark channel prior, (c) the estimated transmission map of (a) using the windows adaptive
method, (d) the recovered haze-free image using (b), (e) the depth map corresponding to (b) (shown in false
colors, similarly hereinafter), (f) the refined depth map using the proposed method, (g) recovered haze-free and
noise-free image obtained using the proposed method.

(c) to the depth map (see (e)), and then obtain our final result using the energy (3.11).
Note that (f) and (g) are the final depth map and recovered haze-free and noise-free image,
respectively. Obviously, (g) is bright-colored, vivid, and contains little noise.

The convergence curve for Figure 1 is presented in Figure 2. The convergence curve is
actually the sequence of the primal-dual gap derived from Algorithm 1. We can see from the
figure that our algorithm converges rapidly.

Here note that Ed(g
0, d0) = 1.239 × 105. The stopping criterion is given by G(xn,yn) <

12.39; see condition (5.20). In this case, the number of iterations is n = 68.

6.2. Comparison study. In this part, we will present some comparison studies from the
vision observation and numerical efficiency aspects using six images.
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Figure 2. The convergence curve (i.e., the sequence of the primal-dual gap, derived from Algorithm 1) of
Figure 1.

Comparison 1: First, we compare our method with a dehazing model as well as a de-
haze+denoise procedure, where we select the work of He, Sun, and Tang [24] as the represen-
tative of the dehazing model, and the dehaze+denoise procedure is the procedure in which
we first dehaze the image using that model and then denoise it using the ROF model [36]
(note that the regularizing parameter of the ROF model is set as 0.1 in our experiment). The
results are shown in Figures 3–5.

In Figure 3, we first generate a hazy and noisy image by adding white Gaussian noise of
standard deviation 0.1 to a hazy image (as shown in (a)), then use this synthesized image
to obtain the images (b)–(d) by the dehazing model, the dehaze+denoise procedure, and the
proposed model, respectively. To see the difference of these results more clearly, we show
close-ups of an example area of Figure 3 (in the red box) in Figure 4.

As can be observed from Figures 3 and 4, although the result of the dehazing model is
haze-free and informative, it contains some noise, which is particularly serious in the distant
view. The result of the dehaze+denoise procedure contains little noise, but some details of
the whole image are lost. Nevertheless, the proposed method has the advantages of both the
dehazing model and the dehaze+denoise procedure. Indeed, our result contains more detail
and less noise. For instance, the outline of mountains in the upper right corner is either noisy
or blurry in Figures 4(b)–(c), while it is much more clear in Figure 4(d). The reason is that
our model contains the WVTV term which can denoise effectively while keeping the edges.
Therefore, our result outperforms the dehazing model and the dehaze+denoise procedure.
Analogously, Figure 5, which shows a real hazy image and its outcomes, also demonstrates
the superiority of our method.

Comparison 2: Next, we compare our method with those of Tan [41], Fattal [20], and He,
Sun, and Tang [24]. These results are shown in the Figures 6–10. In each of these figures,
(a) shows a hazy original input, (b)–(e) are the results of Tan’s, Fattal’s, He et al.’s, and
our methods, respectively. Observing Figures 6 and 7, we can see that all these methods can
dehaze effectively, and our results are comparable to others.

However, in Figure 8, the results show that Tan’s method can dehaze effectively, while the
resulting image is distorted in color and contains serious noise. Fattal’s method can dehaze
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(a)

(b) (c)

(d) (e)

Figure 3. The synthesized noisy image and processed results: (a) The synthesized noisy image (white
Gaussian noise of standard deviation 0.1, 457×800); the results of (b) the dehazing model, (c) dehaze+denoise,
and (d) the proposed method; (e) the depth map using the proposed method.

with little oversaturated color and little noise, but it cannot remove the dense haze. He et
al.’s method can dehaze without sacrificing the fidelity of the color, yet its output also has a
lot of noise in the area with a distant view. In contrast, the result from the proposed method
not only preserves color well, but also provides a high quality dehazed image with little noise.
These differences are more apparent in Figure 9, in which close-up views of the white box
areas in Figure 8 are displayed. For example, the roof edges in Figure 9(b)–(d) are unsharp
due to the existence of noise or haze, while the boundary is clearer in Figure 9(e). Note that
the block effects in (b) and (d) are not due to JPEG decompression, but due to the dehazing
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(a) (b)

(c) (d)

Figure 4. Close-ups from the boxed area of Figure 3 (120 × 180): (a) The synthesized hazy image; the
results of (b) the dehazing model, (c) dehaze+denoise, and (d) the proposed method.

Table 1
Comparison of the proposed method with that of He, Sun, and Tang’s work [24] in time and memory usage.

Figure Image size
Time (s) Total memory (Mb) Peak memory (Mb)

He et al. Proposed He et al. Proposed He et al. Proposed

Figure 3 457 × 800 44.101 4.229 1426.856 680.080 463.300 17.176
Figure 5 432 × 432 23.442 2.810 725.148 281.800 235.940 8.764
Figure 6 600 × 400 29.532 3.387 1117.536 381.476 303.704 11.272
Figure 7 1000 × 327 38.254 3.744 1350.516 582.160 413.880 15.368
Figure 8 600 × 400 29.755 3.277 1116.032 390.784 303.700 11.272
Figure 10 1024 × 768 94.376 7.006 2984.200 1452.360 998.892 36.948

methods. Hence, our method outperforms others to some extent. The obvious differences in
the red and white boxes of each panel in Figure 10 also demonstrate the advantages of our
method.

Efficiency comparison: To evaluate computational efficiency, the proposed method is fur-
ther compared with the work of He, Sun, and Tang [23]. Precisely, we calculate time cost and
memory usage for processing each image in Figures 3–10. The comparative results are shown
in Table 1. It should be noted that the best value of each measure is marked in bold.
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(a) (b)

(c) (d) (e)

Figure 5. Comparison with other methods: (a) The original input hazy image (432 × 432); (b) the depth
map using the proposed method; the results of (c) the dehazing model, (d) dehaze+denoise, and (e) the proposed
method.

From Table 1, we find that the time cost of our method is about 10% that of the model of
He, Sun, and Tang. That is, our method is much more efficient. The main reason is that the
proposed method has no complex term, and we have applied the Chambolle–Pock algorithm,
which has remarkable advantages in time overhead and RAM usage, to implement our energy,
while there is a soft matting step which involves a large time-consuming matting Laplacian
matrix in He, Sun, and Tang’s model.

As for memory usage, we use two variables, the total memory and the peak memory, to
measure efficiency. The total memory is the total amount of the available memory allocated to
a process, and the peak memory is the maximal physical memory that the process really used.
In Table 1, we can see that the total and peak memories used by our method are 50% and 4%,
respectively, of those of He, Sun, and Tang’s model. That is, our method highly outperforms
their model in memory usage. As has been stated, a large Laplacian equation which is memory-
consuming needs to be solved in He, Sun, and Tang’s model. Since our method has no such
memory-consuming term, the statistics in Table 1 verify the aforementioned standpoints.

6.3. The influence of parameters. As shown in (3.8), there are three parameters, i.e.,
k, λ, and γ, in our functional energy, where k is a nonnegative parameter that determines
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(a) (b)

(c) (d)

(e) (f)

Figure 6. Comparison with other methods: (a) The original input hazy image (600×400), (b) Tan’s result,
(c) Fattal’s result, (d) He et al.’s result, (e) the proposed result, (f) the depth map using the proposed method.

the depth level of the image (see (3.9)), and λ, γ are two positive parameters that adjust the
importance of the two corresponding energy terms. We now analyze the influence of these
parameters.

We first study the effect of parameter k. In Figure 11, we display the results when the
values of k are varied. We can see that, as k increases, the result contains more detailed
information, while its noise increases simultaneously. Meanwhile, when k = 10 and 50, the
results can not only retain the details but also reduce the noise. This phenomenon is also
reflected in Figure 12, in which the unidimensional examples of function h with different k are
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(a) (b)

(c) (d)

(e) (f)

Figure 7. Comparison with the methods of Tan, Fattal, and He, Sun, and Tang: (a) The original input
hazy image (1000 × 327), (b) Tan’s result, (c) Fattal’s result, (d) He et al.’s result, (e) the proposed result, (f)
the depth map of the proposed method.

presented. In this figure, when k is too small, e.g., k = 0 or 0.001, all values of h approach 1.
That is, the denoising procedure influenced by the depth map d0 is very limited, and this leads
to the lack of details for the whole image. In contrast, when k is too large, e.g., k = 1000, a
lot of values of h approach 0, which causally leads to the noisy result. When k = 10 or 50, h
is generally balanced. This leads to the removal of the noise when d0 is large while keeping
the details when d0 is small. Since the dehazed image does not have much noise at close range
(i.e., d0 is small), the whole result has little noise and much detail. Therefore, based on the
above analysis, k ∈ [10, 50] is suitable. Further, as shown in Figure 11, the results change very
little as k varies, so our method is rather stable with k.

In the next experiment, we test the quality of the result for different λ and γ. A lot
of experiments have shown that, for an image with little noise, the difference is not obvious
when λ and γ change. To make the comparison more obvious, we add white Gaussian noise of
standard deviation 0.1 to Figure 1(a) and then produce results with different λ and γ. Here
we fix k to be 50. The results are shown in Figure 13. We can see from Figure 13 that the
results have less noise and become blurrier when λ increases and γ decreases. Thus we can
set a bigger λ and smaller γ for images with much noise and set a smaller λ and bigger γ for
images with little noise. It should be noted, since very small γ will lead to an unstable result,
that we can’t set γ to be too small. In our experiment, we find that γ ∈ [0.005, 5] is suitable.
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(a) (b)

(c) (d)

(e) (f)

Figure 8. Comparison with other methods: (a) The original input hazy image (600×400), (b) Tan’s result,
(c) Fattal’s result, (d) He et al.’s result, (e) the proposed result, (f) the depth map using the proposed method.

Meanwhile, we can also find that the images in Figure 13 change very little, which indicates
that the proposed method is rather robust to λ and γ.

7. Conclusions. In this paper, we have introduced a new fast dehazing and denoising
method based on the variational approach. The proposed method first estimates a trans-
mission map using the windows adaptive method, and then converts the transmission map
to a depth map. Using this depth map, we construct an energy functional to seek the final
haze- and noise-free image. The existence and uniqueness of the solution of the proposed
variational model are then discussed. To minimize the objective function efficiently, we adopt
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(a) (b)

(c) (d) (e)

Figure 9. Close-ups from the boxed area of Figure 8 (200 × 150): (a) The input hazy image, (b) Tan’s
result, (c) Fattal’s result, (d) He et al.’s result, (e) the proposed result.

the multiple-splitting Chambolle–Pock algorithm, which solves our problem without an inner
loop. In order to prove its effectiveness, we tested the proposed method on many real scenes
and compared its performance with that of several existing methods. The results demonstrate
that our method is generally better than the compared methods especially in scenes with noise.
Furthermore, the comparison of time and memory usage with those of He, Sun, and Tang’s
method also shows the efficiency of the proposed method. Therefore, we can conclude that
the proposed method can remove haze and noise efficiently and effectively.

Simultaneously dehazing and denoising is still a challenging problem, and there are many
open questions that should be studied. Our method is effective, but it also can be improved.
First, since our windows adaptive method is based on the dark channel prior, it also can’t
deal with sky regions very reasonably. Till now, there are few suitable models handling sky
regions more naturally. The building of models to handle the sky regions will be the aim of
our further research. Second, our results are acceptable but some artifacts are still visible
(see Figure 6(e), for example). There may be some difficulty in the choice of the parameter r
used for the windows adaptive method. A constant r may not be suitable for all images. It is
interesting to study some adaptive methods for the choice of r. Furthermore, our method may
fail when the haze image model (2.1) is physically invalid. We will extend our research based
on some more advanced models [35]. Additionally, as our method is a general framework, it can
be extended in many possible ways, such as the application of total generalized variation [2]
or tight-frame [7, 8, 9]. We leave this as further works.
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(a) (b)

(c) (d)

(e) (f)

Figure 10. Comparison with other methods: (a) The original input hazy image (1024 × 768), (b) Tan’s
result, (c) Fattal’s result, (d) He et al.’s result, (e) the proposed result, (f) the depth map of the proposed method.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 11. The results with different k: (a) The original input hazy image (400× 429); the result with (b)
k = 0, (c) k = 0.001, (d) k = 1, (e) k = 10, (f) k = 50, (g) k = 100, (h) k = 500, (i) k = 1000.
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Figure 12. The unidimensional examples of function h with different values of parameter k.

(a) (b) (c)

(d) (e) (f)

Figure 13. The results with fixed γ = 1 and λ set to be (a) 10−3, (b) 10−2, (c) 10−1; the results with fixed
λ = 1 and γ set to be (d) 1, (e) 10−1, (f) 10−2.
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& Nemnich, Frankfurt, Germany, 1924.

[27] S. Leung and S. Osher, Global minimization of the active contour model with TV-inpainting and two-
phase denoising, in Variational, Geometric, and Level Sets Methods in Computer Vision: Third
International Workshop, Lecture Notes in Comput. Sci. 3752, Springer-Verlag, New York, Berlin,
2005, pp. 149–160.

[28] A. Levin, D. Lischinski, and Y. Weiss, A closed form solution to natural image matting, IEEE Trans.
Pattern Anal. Mach. Intell., 30 (2008), pp. 228–242.

[29] C. Louchet and L. Moisan, Total variation as a local filter, SIAM J. Imaging Sci., 4 (2011), pp. 651–694.



996 FAMING FANG, FANG LI, AND TIEYONG ZENG

[30] S. Narasimhan and S. Nayar, Chromatic framework for vision in bad weather, in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, IEEE Press, Piscataway, NJ, 2000,
pp. 598–605.

[31] S. Narasimhan and S. Nayar, Vision and the atmosphere, Int. J. Comput. Vision, 48 (2002), pp. 233–
254.

[32] S. Narasimhan and S. Nayar, Contrast restoration of weather degraded images, IEEE Trans. Pattern
Anal. Mach. Intell., 25 (2003), pp. 713–724.

[33] S. Narasimhan and S. Nayar, Interactive deweathering of an image using physical models, in Pro-
ceedings of the IEEE Workshop on Color and Photometric Methods in Computer Vision, held in
conjunction with ICCV 2003, 2003; available online at http://www.ri.cmu.edu/publication view.
html?pub id=5039.

[34] S. Nayar and S. Narasimhan, Vision in bad weather, in Proceedings of the International Conference
on Computer Vision, Vol. 2, IEEE Computer Society Press, Piscataway, NJ, 1999, pp. 820–827.

[35] A. Preetham, P. Shirley, and B. Smits, A practical analytic model for daylight, in Proceedings of the
26th International Conference on Computer Graphics and Interactive Techniques (SIGGRAPH ’99),
ACM, New York, 1999, pp. 91–100.

[36] L. Rudin, S. Osher, and E. Fatemi, Nonlinear total variation based noise removal algorithms, Phys.
D, 60 (1992), pp. 259–268.

[37] L. Rudin, S. Osher, and E. Fatemi, Nonlinear total variation based noise removal algorithms, in
Proceedings of the Eleventh Annual International Conference of the Center for Nonlinear Studies
on Experimental Mathematics: Computational Issues in Nonlinear Science, Los Alamos, NM, 1992,
pp. 259–268.

[38] Y. Schechner, S. Narasimhan, and S. Nayar, Instant dehazing of images using polarization, in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Vol. 1, IEEE
Press, Piscataway, NJ, 2001, pp. I325–I332.

[39] S. Shwartz, E. Namer, and Y. Schechner, Blind haze separation, in Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, Vol. 2, IEEE Press, Piscataway, NJ, 2006,
pp. 1984–1991.

[40] X. Tai and C. Wu, Augmented Lagrangian method, dual methods and split Bregman iteration for ROF
model, in Scale Space and Variational Methods in Computer Vision (SSVM2009), Lecture Notes in
Comput. Sci. 5567, Springer, New York, 2009, pp. 502–513.

[41] R. Tan, Visibility in bad weather from a single image, in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, IEEE Press, Piscataway, NJ, 2008, pp. 1–8.

[42] M. Werlberger, T. Pock, M. Unger, and H. Bischof, A variational model for interactive shape
prior segmentation and real-time tracking, in Scale Space and Variational Methods in Computer
Vision (SSVM2009), Lecture Notes in Comput. Sci. 5567, Springer, New York, 2009, pp. 200–211.

[43] A. C. Yau, X. Tai, and M. K. Ng, Compression and denoising using l0-norm, Comput. Optim. Appl.,
50 (2011), pp. 425–444.

http://www.ri.cmu.edu/publication_view.html?pub_id=5039
http://www.ri.cmu.edu/publication_view.html?pub_id=5039


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


