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ABSTRACT

Pan-sharpening is a process of combining a low resolution multi-spectral (MS) image and a high resolution panchromatic (PAN) image to obtain a single high resolution MS image. In this paper, we propose two pan-sharpening methods based on the framelet framework. The first method, as a basic work, is called a framelet-based pan-sharpening (FP) method. In the FP method, we first decompose the MS and PAN images into framelet coefficients, then obtain a new set of coefficients by choosing the approximation coefficients in MS and detail coefficients in PAN, and finally construct the pan-sharpened image from the new set of coefficients. To overcome the inflexibility of FP, in the second method, by combining FP and other three fusion requirements, i.e., geometry keeping, spectral preserving and the sparsity of the image in the framelet domain, four assumptions are established. Based on these assumptions, a framelet based variational energy functional, whose minimizer is related to the sparsity of the image in the framelet domain, four assumptions are established. Based on these assumptions, a framelet based variational energy functional, whose minimizer is related to the

1. Introduction

With the increasing amount of images acquired from the earth observing satellites, the demand of high quality representation is also increasing. However, due to technical reasons, many sensors do not provide imagery with both high spatial and spectral resolutions. Instead, dual images, a multi-spectral image (MS) and a panchromatic image (PAN), are often captured. For example, as a high resolution satellite, QuickBird provides a single band PAN image (spatial resolutions: 0.7 m), and a four-band MS image: red (R), green (G), blue (B) and near-infrared (NIR) (spatial resolutions: 2.8 m). The MS image contains high spectral quality with low spatial resolution, whereas the PAN image collects fine spatial details with less spectral information [1,2]. In order to make better use of these satellite data, there is always a demand to obtain a high resolution MS image by using an image processing technique [3]. This technique, generally called fusion, integration or pan-sharpening, has become an important direction, and it is very useful for many remote sensing problems such as target recognition, change detection, spectrum matching, vegetation mapping and hazard monitoring [4–6].

More specifically, pan-sharpening is a process of integrating a low resolution MS with a PAN image to construct a higher resolution MS result. For effective pan-sharpening, the following conditions must be established [7,8]: (1) the time interval between acquiring MS and PAN images should be short; and (2) the MS and PAN images should be registered. The result of pan-sharpening should be more suitable for various types of applications. Thus, we should try to construct a pan-sharpened image which contains both high spectral and spatial qualities [2].

In the past few decades, a variety of pan-sharpening methods have been developed. Some of them, such as the intensity-hue-saturation (IHS) [9–11], Brovey [12], principal-component-analysis [9,12] and Gram–Schmidt (GS) [13,14], can be classified as component substitution (CS) methods [15]. The CS methods have access to high spatial quality but suffer noticeable spectral distortion. Another family of pan-sharpening methods, e.g., wavelet [16,17] and Laplacian pyramids [18,19], is the multi-resolution analysis (MRA) methods, in which each image is decomposed into a set of bandpass channels in the spatial frequency domain [15]. MRA methods can overcome the spectral distortion problem of the CS methods. However, in the case of high-pass detail injection, their results sustain some spatial degradation, such as ringing or aliasing effects [20].
Recently, the variational methods are widely used in image processing. A variational method generally presents an energy functional for a certain problem based on some properties, and tries to search local or global minima for this energy, where the minima correspond to the desired result. Compared with other schemes, a variational method has remarkable advantages in both theory and numerical implementation [21]. For a detailed description of variational methods, one may refer to [21-23]. In 2006, based on the main assumption that the topographic map of the PAN image should contain the geometry of the spectral channels, Ballester et al. presented the first variational pan-sharpening method named P+XS [24]. The P+XS can produce a promising result, but it faces some spatial blurring. Following the idea of combining the advantages of wavelet and P+XS algorithms, Moeller et al. proposed a variational wavelet pan-sharpening method (VWP) [25] in 2009. This method, to some extent, can overcome the spatial degradation. However, its time complexity is high due to the space conversion between the wavelet and the spatial domain. To address this problem, an alternate VWP (AVWP) was then deduced to reduce the running time at the expense of the image quality [25].

In all the above methods, the wavelet-based fusion methods are prominent due to the well balancing of preserving the high spectral and spatial information [26]. The main idea of these methods is as follows. First, each image is decomposed into wavelet coefficients; second, with a proper pan-sharpening rule, a new set of coefficients is composed; finally the pan-sharpened result is obtained from the new set of coefficients by an inverse wavelet transform [27,28]. In terms of the pan-sharpening rule, many schemes have been proposed. Among them, a remarkable idea is introduced by Zhou et al. [16], in which the detail coefficients of the PAN image and the approximation coefficients of each MS band are taken to compose the new coefficients. The choice of a wavelet transform also has a great influence on the fused image. As mentioned in [29], the orthogonal wavelet transform may suffer some aliasing effects. To avoid this drawback, the stationary wavelet transform, which leads to many redundant information because it does not subsample after each decomposition, is raised. This transform obviously outperforms the orthogonal wavelet transform [25,30].

As mentioned in many literatures, such as [31,32], the framelet transform is more precise than wavelet in extracting the spectral and spatial information. Thus, in this paper, we will introduce the framelet transform into pan-sharpening work, and will develop two new methods for pan-sharpening. The first method, which is similar to the aforementioned wavelet fusion [16], is named the framelet-based pan-sharpening method (FP), in which each image is first decomposed into framelet coefficients; then a new set of coefficients is composed by a certain rule; finally the pan-sharpening result is acquired from the new set of coefficients using an inverse framelet transform. To overcome the inflexibility of the FP method, by combining FP with other three reasonable assumptions, a variational pan-sharpening method in the framelet domain is then performed. We refer this method as the variational framelet pan-sharpening method (VFP). Furthermore, we compare our methods with many state-of-the-art schemes qualitatively and quantitatively using the QuickBird and IKONOS data, analyze the influence of parameters of VFP, and extend the VFP to hyperspectral data as well as comparison study.

The rest of the paper is organized as follows. In Section 2, we introduce the framelet theory and image representation. In Section 3, the FP method based on framelet system is developed. In Section 4, we detail the VFP method and present its numerical scheme using the split Bregman iterator. In Section 5, we perform our pan-sharpened results as well as comparison study. Finally the conclusion is given in Section 6.

2. Framelets and image representation

In this section, we give a brief introduction to the framelet system. For simplicity, we only show the univariate framelets, and the framelets in the bivariate setting can be obtained by a tensor product of univariate framelets. Tight frames in a finite dimensional space, which is derived from framelets and their matrix forms, are also performed. One who is interested in the framelets can refer to [33-35] for more details.

2.1. Framelets in $L^2(\mathbb{R})$

First, we give the definition of the tight frame. A countable function subset $\mathcal{F} \subset L^2(\mathbb{R})$ is called a tight frame of $L^2(\mathbb{R})$, if

$$f = \sum_{x \in \mathcal{F}} \langle f, h \rangle h, \quad \forall f \in L^2(\mathbb{R}).$$

This is equivalent to

$$\|f\|^2 = \sum_{x \in \mathcal{F}} |\langle f, h \rangle|^2, \quad \forall f \in L^2(\mathbb{R}),$$

where $(\cdot, \cdot)$ denotes the inner product of $L^2(\mathbb{R})$, and $\| \cdot \| = (\cdot, \cdot)^{1/2}$ is the norm of $L^2(\mathbb{R})$.

As a generalization of the orthogonal basis, the tight frame relaxes the requirements of the orthogonality and linear independence to bring in redundancy. This redundancy has been verified to be useful in many applications such as deblurring [35].

Given a finite set $\mathcal{F}_0=\{\phi^1, \ldots, \phi^r\} \subset L^2(\mathbb{R})$, a wavelet system $X(\Phi)$ is defined as the collection of dilations and shifts of $\Phi$, i.e.,

$$X(\Phi)=[\phi^1, \ldots, \phi^r] \subset L^2(\mathbb{R}),$$

When $X(\Phi)$ forms a tight frame, it is named as a wavelet tight frame, and $\phi^1$ is named as a (tight) framelet.

In order to construct compactly supported wavelet tight frames $X(\Phi)$, one generally first obtains a compactly supported refinable function $\psi \in L^1(\mathbb{R})$ with a refinement mask (low-pass filter) $g_0$ such that

$$\psi(x) = \sum_{l=0}^{\infty} g_l(x) \psi(2x-l).$$

Then a wavelet tight frame can be constructed by finding an appropriate set of framelets $\Phi'=\{\phi^1, \ldots, \phi^r\} \subset L^2(\mathbb{R})$, which is defined as

$$\phi^j = \sum_{l} g_l(x) \psi(2x-l), \quad j = 1, \ldots, r,$$

where $g_l$ is a high-pass filter. Thus, the construction of framelets $\Phi$ essentially is to design the filters $g_0, g_1, \ldots, g_r$. The unitary extension principle (UEP) in [36] asserts that the system $X(\Phi)$ forms a tight frame in $L^2(\mathbb{R})$ if the filters $g_0, g_1, \ldots, g_r$ satisfy

$$\sum_{l} g_l(x) \psi(2x-l),\quad j = 1, \ldots, r,$$

for almost all $x \in \mathbb{R}$. Here $\psi(x) = \sum_{l} g_l(x) \psi(2x-l)\psi(x)$ is a delta function.

As a conventional application of the UEP, a piecewise linear B-spline is used as the refinable function $\psi$. The corresponding filters are

$$g_0 = \begin{bmatrix} 1 & 1 & 1 \\ 4 & 4 & 4 \end{bmatrix}, \quad g_1 = \begin{bmatrix} -1 & 1 & 1 \\ 4 & 4 & 4 \end{bmatrix}, \quad g_2 = \begin{bmatrix} \sqrt{2}/4 & 0 & \sqrt{2}/4 \end{bmatrix}.$$

2.2. Frames in $\mathbb{R}^N$

Since images are finite dimensional, we are concentrated to obtain the framelet coefficients of a finite dimension vector in a certain frame. This task can be realized by matrix operation...
directly. We will describe how to convert a vector of \( \mathbb{R}^N \) to coefficients in a certain frame.

Let \( A \) be a matrix with size of \( K \times N (K \geq N) \). We denote the system, which consists of all the rows of \( A \), as \( A \) again. Then, \( A \) is a tight frame in \( \mathbb{R}^N \) if
\[
\| x \|_2^2 = \sum_{y \in A} | \langle x, y \rangle |^2, \quad \forall x \in \mathbb{R}^N ,
\]
which is equivalent to the perfect reconstruction formula:
\[
x = \sum_{y \in A} \langle x, y \rangle y ,
\]
where \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) are inner product and norm in \( \mathbb{R}^N \) respectively. The matrix \( A \) is named as the decomposition (analysis) operator and \( A^T \) is named as the reconstruction (synthesis) operator. Then, the perfect decomposition and reconstruction process can be formulated as
\[
x = A^T A x .
\]
Thus, \( A \) is a tight frame in \( \mathbb{R}^N \) if and only if \( A^T A = I \). Here in general \( A A^T \neq I \), unless in the orthogonal case.

Next, we construct \( A \) from the filters related to any certain framelet system. For a given filter \( g = (g(j))_{j=0}^{J} \), under the Neumann boundary condition, let \( S(g) \) be the convolution operator with filter \( g \), then
\[
S(g) = T(g) + H(g) .
\]
where \( T(g) \) and \( H(g) \) are Toeplitz and Hankel matrices respectively, which are defined as [36,37]
\[
T(g) = \begin{bmatrix}
g(0) & \cdots & g(-j) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
g(j) & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & g(j) & \cdots & g(0)
\end{bmatrix}
\]
\[
H(g) = \begin{bmatrix}
g(1) & g(2) & \cdots & g(j) & 0 \\
g(2) & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
g(j) & \ddots & \ddots & \ddots & \vdots \\
0 & g(-j) & \cdots & g(-2) & g(-1)
\end{bmatrix} .
\]

Many applications tend to use a multi-level tight frame system relating to the tight framelet decomposition without downsampling. To introduce it, recalling the aforementioned filter \( g = (g(j))_{j=0}^{J} \), we define the filter \( g' \) at level \( l \) corresponding to the decomposition without downsampling as
\[
g' = \begin{cases}
g(-j), 0, \ldots, 0, g(-j+1), 0, \ldots, 0, g(-1), 0, \ldots, 0, & \frac{1}{2^{l-1}} \\
g(0), 0, \ldots, 0, g(1), 0, \ldots, 0, h(1), 0, \ldots, 0, h(2), & \frac{1}{2^{l-1}} \\
\end{cases}
\]

For the given filters \( (g_j)_{j=0}^{J} \) by denoting \( Z^l_j = S(g_j^l) \), then the decomposition matrix \( A \) with \( l \) level is given by
\[
A = \begin{pmatrix}
\prod_{i=1}^{l-1} Z_i^{J-j} & \cdots & \prod_{i=1}^{l-1} Z_i^{J-0} \\
Z_1^{l-1} & \cdots & Z_1^0 \\
\vdots & \ddots & \vdots \\
Z_l^{l-1} & \cdots & Z_l^0
\end{pmatrix} = \begin{bmatrix} A_0 & A_1 \end{bmatrix}
\]
where \( A_0 = \prod_{i=0}^{l-1} Z_i^{J-j} \). Thanks to UEP, the following equation holds
\[
A^T A = A_0^T A_0 + A_1^T A_1 = I .
\]

With matrix \( A \), the frame transformation process can be easily described. Let \( f \) be a vector, the frame coefficient vector \( u \) is given by
\[
u = Af .
\]
Since \( A_0 \) denotes the low pass filter, \( A_0 f \) is the approximation coefficients at a given approximation level \( L \), \( A_1 \) denotes the band-pass and high pass filters, thus \( A_1 f \) are the detail coefficients. Besides, the frame reconstruction process can be expressed as,
\[
f = A^T u .
\]

Finally, it should be noted, in this paper, that we use the same decomposition and reconstruction algorithms as [35]. And we work in the bivariate case for our pan-sharpening task. This corresponding transform matrix, still denoted as \( A \), can be easily obtained by using the Kronecker product of the matrix corresponding to the univariate frame transform. As an example, Fig. 1 shows a result of one level framelet decomposition, in which the original image presented in (a) is acquired from QuickBird satellite [38]. Fig. 1(b) performs the framelet coefficients. Particularly, the approximation coefficients are shown in

Fig. 1. An example of frame decomposition (with one level): (a) the input image (RGB bands, 512 × 512, acquired from QuickBird satellite); and (b) the result of decomposition.
the top left corner of Fig. 1(b), and the detail coefficients are shown in
the other part of Fig. 1(b). Note that the image size in Fig. 1(b) is nine
times as that in Fig. 1(a).

3. Framelet-based pan-sharpening

In this section, we will introduce our pan-sharpening algorithmbased on the framelet system [31,36]. We refer this method as FP.

First of all, we clarify some useful mathematical formulations and notations for our task. Let \( \mathbf{p} \) denote the original PAN image; \( \mathbf{m} = (m_1, \ldots, m_n) \) denote the low resolution MS image which has been upsampled to be the same size as \( \mathbf{p} \) by nearest neighbor interpolation, where \( N \) is the number of bands of MS image; \( \mathbf{f} = (f_1, \ldots, f_n) \) denote the desired high resolution MS image; and \( \mathbf{A} = \begin{bmatrix} A_0 & A_1 \end{bmatrix} \) denote the transform matrix with a prescribed level \( L \) which corresponding to the framelet system, where \( A_0 \) represents the low-pass filter and \( A_1 \) represents band-pass and high-pass filters (see Section 2 for details).

As mentioned in Section 2, a functional (in \( L^2(\mathbb{R}^2) \)) can be decomposed into a set of framelet coefficients, and also it can be reconstructed from the coefficients using the inverse transform. This conclusion is also satisfied in a discrete form (for example, an image).

Due to the nature of the framelet transform, while decomposing an image into framelet coefficients, its spectral and spatial information can be sufficiently reflected in the approximation coefficients (generated by \( A_0 \)) and the detail coefficients (generated by \( A_1 \)), respectively. Fig. 1 is a good explanation of this nature. On the other hand, in the pan-sharpening problem, the MS image \( \mathbf{m} \) includes most of the spectral information, while the PAN image \( \mathbf{p} \) includes most of the spectral information, while the PAN image \( \mathbf{p} \) contains the majority of the spatial information. Therefore, we can use the approximation coefficients of \( \mathbf{m} \) and detail coefficients of \( \mathbf{p} \) as the approximation and detail coefficients of the \( \mathbf{u}_n \), respectively. Here, \( \mathbf{u}_n \) represents the framelet coefficients of the pan-sharpened image \( \mathbf{f}_n \).

Mathematically, given the framelet coefficients of \( \mathbf{p}, \mathbf{m} \) which are defined by

\[
\mathbf{A}_0 \mathbf{p}, \quad \mathbf{A} \mathbf{m}_n = \begin{bmatrix} A_0 \mathbf{m}_n \\ A_1 \mathbf{m}_n \end{bmatrix}.
\]

\( \mathbf{u}_n \) can be formalized as

\[
\mathbf{u}_n = \begin{bmatrix} A_0 \mathbf{m}_n \\ A_1 \mathbf{p} \end{bmatrix}.
\]

Then the pan-sharpened image \( \mathbf{f}_n \) can be directly acquired by

\[
\mathbf{f}_n = \mathbf{A}^\dagger \mathbf{u}_n.
\]

On the whole, the overall procedure of our FP method can be divided into three steps, and the all steps are performed in Algorithm 1. In order to facilitate understanding, as a supplement, Fig. 2 shows a visual statement for the entire process of the FP method. Note that we set the decomposition level \( L=2 \) for simplicity.

With respect to the decomposition level \( L \), in practice, we find it is promising for balancing the computational complexity and quality when \( L=2 \). Thus we use 2 level framelet decomposition in all our implementations.

Algorithm 1. The main process of the FP method.

**Input:** the low-resolution MS image \( \mathbf{m} \) and the PAN image \( \mathbf{p} \)

**step 1:** decomposition:

\[
\mathbf{A}_0 \mathbf{p}, \quad \mathbf{A} \mathbf{m}_n = \begin{bmatrix} A_0 \mathbf{m}_n \\ A_1 \mathbf{m}_n \end{bmatrix}.
\]

**step 2:** coefficient choosing:

\[
\mathbf{u}_n = \begin{bmatrix} A_0 \mathbf{m}_n \\ A_1 \mathbf{p} \end{bmatrix}.
\]

**step 3:** construction:

\[
\mathbf{f}_n = \mathbf{A}^\dagger \mathbf{u}_n.
\]

**Output:** the pan-sharpened image \( \mathbf{f} \).

4. Variational framelet pan-sharpening

The result of the FP method is promising due to its balancing on preserving the spectral and spatial information from the original images. However, its result is unique because there is no adjustable parameter. Since some tasks, such as segmentation and feature extraction, tend to require more high spatial information; while others, e.g. target recognition and spectrum matching, are apt to desire more high spectral information; the unique result may not meet various practical applications. As introduced in [21–23], the variational method can deal with this drawback due to its flexibility. To hold the advantage and avoid the disadvantage of the FP method, in what follows, by combining FP (could be regarded as a term) and other three assumptions, we will develop a new variational pan-sharpening method based on the framelet system, of which the result is adjustable according to the different requirements. We refer this method as VFP.

Particularly, our proposed energy functional consists of four terms, where each term is built based on a certain assumption. In what follows, we will introduce these terms in detail. Note that we adopt the same notations as Section 3. Besides, we set \( \Omega \subset \mathbb{R}^2 \) as our image domain, where \( \Omega \) is an open, bounded domain with the Lipschitz boundary.

4.1. Geometry information preserving term

As has been stated, the PAN image contains the vast majority of the spatial information compared to the MS bands. Therefore, we can assume that a linear combination of the desired pansharpened bands should be approximate to the PAN image in the spatial information.

The expression form of the spatial information is a foundational issue. A universal and an effective idea is to express it using the gradient field [39]. That is, given the PAN image \( \mathbf{p} \) and the desired pan-sharpened image \( \mathbf{f} \), their spatial information can be expressed by the gradient fields \( \nabla \mathbf{p} \) and \( \nabla \mathbf{f}_n \) respectively. Then the above assumption can be formalized as

\[
\nabla \left( \sum_{n=1}^{N} \alpha_n \mathbf{f}_n \right) = \nabla \mathbf{p},
\]

where \( \alpha_n \) is a mixing coefficient.
To help impose our assumption into a variational framework, we present the following energy functional:

$$E_c(f) = \frac{1}{2} \sum_{n=1}^{N} \alpha_n \|f_n - p\|_2^2 + \frac{1}{2} \sum_{n=1}^{N} \alpha_n \|\nabla f_n - \nabla p\|_2^2. \quad (3)$$

Choosing $\alpha_n$ is a challenging problem. Many related methods set $\alpha_n = 1/N$ or use the experimentally determined coefficients [10]. Since $\alpha_n = 1/N$ is certainly inaccurate, and empirical value is difficult to acquire, inspired by [10], we obtain $\alpha_n$ by another method.

As introduced in [40], the contrast inversion phenomenon is a common situation occurring in a remote sensing image. To avoid this phenomenon, we can add the following constraint when choosing $\alpha_n$:

$$\alpha_n \|f_n - p\|_2 \leq \|\nabla f_n - \nabla p\|_2, \quad n = 1, \ldots, N.$$  

Then, $\alpha_n$ can be obtained by minimizing the following energy:

$$\min_{\alpha_n} H(\alpha_n) = \sum_{n=1}^{N} \alpha_n \|f_n - p\|_2^2 + \frac{1}{2} \sum_{n=1}^{N} \alpha_n \|\nabla f_n - \nabla p\|_2^2. \quad (4)$$

where the first term is used to keep the linear relationship and the second term is used to avoid the contrast inversion phenomenon.  

The first variation of (4) is

$$\frac{\delta E}{\delta \alpha_n} = \|f_n - p\|_2 + \alpha_n \|\nabla f_n - \nabla p\|_2.$$ 

Thus we can obtain $\alpha_n$ by the gradient descent method:

$$\alpha_n^{t+1} = \alpha_n^t - \eta \frac{\delta E}{\delta \alpha_n},$$

where $\eta$ is a time variable. We let $\alpha_n = \alpha_n^{t+1}$ when $(\alpha_n^{t+1} - \alpha_n^t)/\alpha_n^t \leq 10^{-6}$ arrived.

### 4.2. Spectral information preserving term

Observing on the upscaled low resolution MS image $m$, one may find that it appears blurry and ambiguous. While we aim to obtain a high spectral quality result $f$, which is clear and distinct and contain the same spectral information as $m$, it is safe to treat $m$ as a degradation of $f$ in each band. That is, $m_n$ can be acquired by $f_n$ with a low-pass filter (kernel) $k_n$. Mathematically, we have

$$m_n = k_n * f_n, \quad n = 1, \ldots, N,$$

where $*$ denotes the convolution operation.

Note that a similar assumption is also introduced in [24], in which (5) is also adopted with a prescribed kernel $k_n$. Compared to [24], we assume that the kernels differ from image to image, i.e., $k_n$ is an unknown kernel.

While both $f_n$ and $k_n$ are unknown, (5) is an under-constraint problem. To effectively solve this problem, we need to add some constraints to reduce the uncertainty. As mentioned in many literatures such as [35], a kernel can be regarded as a special type of image which is sparse in the framelet domain. We use this sparsity property as a regularization term to constrain (5). Then, to impose this regularization term and (5) into a variational framework, we present the following energy functional:

$$E_s(f_n, k_n) = \eta \|k_n * f_n - m_n\|_2^2 + \|A_k\|_1, \quad n = 1, \ldots, N \quad (6)$$

where $\eta$ is a balancing parameter. Here $\|A_k\|_1$, namely the analysis sparsity regularization term [41], is used to control framelet coefficients from too large. That is, $\|A_k\|_1$ can decrease the number of large discontinuities pixels in $k_n$.

#### 4.3. Sparsity prior

As introduced in [35,42], the images usually have sparse representations or approximations in the framelet domain. To examine whether the theory is applicable to the remote sensing image, we first acquire an example remote sensing image from QuickBird satellite (size: $4096 \times 4096$; band: 4, data type: unit16) whose thumbnail is shown in Fig. 3(a), then decompose it into framelet coefficients and calculate the number of coefficients in each value. The statistical result is performed in Fig. 3(b) and (c), where Fig. 3(b) is the histogram value over all $4096 \times 4096 \times 4 \times 9$ framelet coefficients, and Fig. 3(c) is the corresponding cumulative probability distribution. Observing on the figure, we find that most of the coefficients have zero values (see (b)), about 80% of the coefficients is less than 10, and almost 90% of the coefficients is below 50 (see (c)). That is, most of the framelet coefficients are equal to or very close to 0. Thus the sparse representations in the framelet domain is also adopted for remote sensing images.

We then formulate the sparse prior into a variational framework

$$E_s(f_n) = \|A_k\|_1, \quad n = 1, \ldots, N. \quad (7)$$

Here, minimizing $E_s$ is to seek a solution with sparse framelet coefficients. That is, the result tends to be a smooth image. Thus, $E_s$ is robust to the noise.

#### 4.4. Framelet match term

For more effective pan-sharpening, we add the FP method (see Section 3) as a match term to our variational formula. To formalize this idea, we impose (1) into the following energy functional:

$$E_f(f_n) = \frac{1}{2} \sum_{n=1}^{N} \|u_n - A_k m_n\|_2^2.$$
\[
\| Af_n - \left( A_0 m_n + A_1 p \right) \|_2^2, \quad n = 1, \ldots, N.
\]

Since many applications may favor the image with high spectral quality, whereas others tend to have the image with more spatial information, in order to better meet the practical application, we introduce two parameters \( c_0 \) and \( c_1 \) to control the emphasis of the two aspects. In other words, we have the following modified formula:

\[
E_i(f_n) = c_0 \| Af_n - A_0 m_n \|_2^2 + c_1 \| Af_n - A_1 p \|_2^2, \quad n = 1, \ldots, N.
\]

The choice of \( c_0 \) and \( c_1 \) depends on the practical application: for high spectral quality we can set a larger value for \( c_0 \), vice versa we increase \( c_1 \) for higher spatial quality.

### 4.5. The proposed total energy

Taking all the above terms (3), (6), (7) and (9) into account, we can obtain the total energy functional for our pan-sharpening task

\[
E(f, k) = \sum_{n=1}^{N} E_i(f_n) + \frac{\lambda}{2} E_2(f)
\]

\[
+ \frac{1}{2} \sum_{n=1}^{N} E_i(f_n, k_n) + \frac{1}{2} \sum_{n=1}^{N} E_i(f_n) = \frac{N}{2} \sum_{n=1}^{N} \| Af_n - Vp \|_2^2 + \frac{1}{2} \sum_{n=1}^{N} \| k_n f_n - m_n \|_2^2 + \| A k_n \|_1.
\]

where \( \lambda \) is the nonnegative parameter with the larger value indicating the more importance of its corresponding term.

Solving our pan-sharpening problem (10) is equivalent to minimizing the following energy:

\[
(f_n, k_n) = \text{argmin} E(f, k), \quad n = 1, \ldots, N.
\]

We note that (11), the so-called analysis-sparsity-based minimization [41], is searching for the sparsest solution from the coefficients which are decomposed from images. Its result tends to have better performance than the synthesis-sparsity-based minimization [42] which is looking for the most sparse solution in all coefficients space [35]. Besides, since \( E_i(f_n) \) has robustness to noise, (11) also robust to noise obviously.

Although (10) is not global convex, it is convex with respect to \( f_n \) and \( k_n \). Therefore, we can use the alternating iteration algorithm to minimize (11). Given \( k^{(0)} = (k_1^{(0)}, \ldots, k_N^{(0)}) \) and \( f^{(0)} = (f_1^{(0)}, \ldots, f_N^{(0)}) \) as the initial values of \( k \) and \( f \). The alternating iteration algorithm is performed in Algorithm 2.

### Algorithm 2. Scheme of the alternative iteration algorithm for VFP method.

For \( i = 0, 1, 2, \ldots \)

For \( n = 0, 1, 2, \ldots, N \)

1. Given the kernel \( k^{(i)} \) and the pan-sharpened image \( f^{(i)} \), calculate the pan-sharpened image band \( f_n^{(i+1)} \):

\[
f_n^{(i+1)} = \text{argmin}_{f_n} \| Af_n^{(i)} + R(f_n) \|_2^2,
\]

where

\[
R(f_n) = \frac{1}{2} \| Af_n - V p \|_2^2 + \sum_{j \neq n} \| k_j f_j^{(i)} - m_j \|_2^2.
\]

2. Given the pan-sharpened image \( f_n^{(i+1)} \), calculate the kernel \( k_n^{(i+1)} \):

\[
k_n^{(i+1)} = \text{argmin}_{k_n} \left\{ \frac{1}{2} \| k_n f_n^{(i+1)} - m_n \|_2^2 + \| A k_n \|_1 \right\}.
\]

Theoretically, when the initial value is not proper, Algorithm 2 may converge to a local minimum, rather than the global one. However, as verified in practice, it can converge to a high-quality result consistently.

### 4.6. Numerical scheme

In this subsection, we will detail the numerical algorithm for VFP method schemed in Algorithm 2. Generally, both steps in Algorithm 2 can be solved using the gradient descent flow. However, because of the non-differentiability of the \( L_1 \)-norm, one needs to add a small regular value to avoid it, yet this may lead to an inexact result. In what follows, we will use a more effective solver, named the split Bregman iteration [43], to solve the VFP method.

Based on the Bregman divergence, [43] introduced the split Bregman iteration which can solve the \( L_1 \) norm minimization problems more effectively. The split Bregman iteration extends the utility of the Bregman iteration and the linear Bregman iteration. As has been verified in many literatures such as [43], the split Bregman iteration is a promising method which can significantly reduce the time and space overhead.

In step 1 of Algorithm 2, we need to solve (12) for our purpose. The main idea of the split Bregman algorithm is that we should split the \( I_1 \) and \( I_2 \) portions. Thus (12) can be rewritten as

\[
\min_{f_n, d_1} \| d_1 \|_1 + R(f_n) \text{ s.t. } d_1 = Af_n.
\]

To solve it, we should transform it into an unconstrained optimization problem:

\[
\begin{cases}
(f_n^{(i+1)} + 1), d_1^{(i+1)} + 1) = \text{argmin}_{f_n, d_1} \| d_1 \|_1 \\
+ R(f_n) + \frac{\beta}{2} \| d_1 - Af_n - b_1^{(i+1/2)} \|_2^2,
\end{cases}
\]

\[
\begin{cases}
b_1^{(i+1)} + 1) = b_1^{(i+1/2)} + (Af_n^{(i+1)} - d_1^{(i+1/2)})\|.
\end{cases}
\]

where \( \beta \) is a prescribed constant and \( b_1 \) is a proper vector. We can solve (15) efficiently by alternately iterating \( f_n \) and \( d_1 \) separately [44]. The two steps are as follows:

\[
\begin{cases}
(f_n^{(i+1)}, d_1^{(i+1)}) = \text{argmin}_{f_n, d_1} \| d_1 \|_1 \\
+ \| d_1 - Af_n^{(i+1)} - b_1^{(i+1/2)} \|_2^2,
\end{cases}
\]

\[
\begin{cases}
b_1^{(i+1)} = b_1^{(i+1/2)} + (Af_n^{(i+1)} - d_1^{(i+1/2)})\|.
\end{cases}
\]

Since the subproblem (17) is differentiable, the optimality conditions of \( f_n^{(i+1)} \) are easily obtained by calculating its first variations, i.e.,

\[
K f_n^{(i+1)} = rhs(d_1^{(i+1)}), b_1^{(i+1/2)}).
\]
where
\[
K = -\lambda \alpha^2 \Delta + \eta \langle k^{i+1}_n, (k^{i+1}_n) \rangle \\
+ c_0 A^T_n A_0 + c_1 A^T_n A_1 + \beta I,
\]
\[
rhs(d^{i+1}_1, b^{i+1}_1) = \lambda \alpha^2 \Delta f_i - \Delta p \\
+ \eta (k^{i+1}_1 m_i + c_0 A^T_n A_0 m_n \\
+ c_1 A^T_n A_1 p_i + \beta A (d^{i+1}_1 - b^{i+1}_1)).
\]

\[\] denotes the matrix form of the convolution operator, i.e.,
\[k^{i+1}_n = k^{i+1}_m\] if \(f_n\) and \(\Delta\) denotes the Laplacian operator. We further convert the above problem to an equivalent form:
\[
\mathcal{F}(K) \mathcal{F}(f^{i+1}_n) = \mathcal{F}(rhs(d^{i+1}_1, b^{i+1}_1)),
\]
where \(\mathcal{F}\) denotes the Fast Fourier Transform (FFT). As solving the above equation for \(\mathcal{F}(f^{i+1}_n)\), we take the inverse FFT, denoted as \(\mathcal{F}^{-1}\), to obtain the closed form solution of \(f^{i+1}_n\), i.e.,
\[
f^{i+1}_n = \mathcal{F}^{-1}(\mathcal{F}(rhs(d^{i+1}_1, b^{i+1}_1)) / \mathcal{F}(K)).
\]
(19)

Meanwhile, the subproblem (18) can be solved by the following soft-thresholding formula directly
\[
d^{i+1}_1 = \text{shrink} \left( A f^{i+1}_n + b^{i+1}_1, 1 / \beta \right).
\]
(20)

where
\[
\text{shrink}(\phi, \beta) = \frac{\phi}{|\phi|} \max(|\phi| - \beta, 0).
\]

Therefore, the iterative numerical algorithm for (12) is summarized as follows:
\[
\begin{align*}
\hat{f}^{i+1}_n &= \mathcal{F}^{-1} \left( \mathcal{F}(rhs(d^{i+1}_1, b^{i+1}_1)) / \mathcal{F}(K) \right) \\
\hat{d}^{i+1}_1 &= \text{shrink} \left( A \hat{f}^{i+1}_n + b^{i+1}_1, 1 / \beta \right) \\
\hat{b}^{i+1}_1 &= \hat{d}^{i+1}_1 + (A \hat{f}^{i+1}_n - \hat{d}^{i+1}_1),
\end{align*}
\]
(21)

where \(\hat{f}^{i+1}_n\) is a reconstruction of \(f^{i+1}_n\) and \(\hat{d}^{i+1}_1\) and \(\hat{b}^{i+1}_1\) are the reconstructed values of \(d^{i+1}_1\) and \(b^{i+1}_1\), respectively.

**Theorem 1.** Assume that \(\lambda, \eta, c_0, c_1 > 0\), we assert that (12) has at least one minimizer \(f^{i+1}_n\), and the iteration (21) satisfies
\[
\lim_{l \to \infty} \| A f^{i+1}_n \|_1 + R((f^{i+1}_n)) \to \| A f^{i+1}_n \|_1 + R((f^{i+1}_n)) \to 0.
\]
Furthermore, the following formula holds if (12) has a unique solution:
\[
\lim_{l \to \infty} \| f^{i+1}_n - f^{i+1}_n \|_2 = 0.
\]

**Proof.** First, since \(A\) is a tight frame, and \(R(f_n)\) is a convex functional, by the definition of (12), the existence of a minimizer \(f^{i+1}_n\) can be directly obtained. Then, applying Theorem 3.2 in [41], Theorem 1 is proved. \(\square\)

Similarly, subproblem (13) can also be solved using the split Bregman iteration. By making a few modifications from (21), we can obtain the iterative numerical algorithm for (13), i.e.,
\[
\begin{align*}
k^{i+1}_n &= \mathcal{F}^{-1} \left( \mathcal{F}(d^{i+1}_n) m_n + \gamma A (d^{i+1}_n - b^{i+1}_n) \right) \\
d^{i+1}_n &= \text{shrink}(A k^{i+1}_n + b^{i+1}_n, 1 / \gamma) \\
b^{i+1}_n &= b^{i+1}_n + (A k^{i+1}_n - d^{i+1}_n).
\end{align*}
\]
(22)

where \(\gamma\) denotes a parameter similar to \(\beta\), \(k^{i+1}_n = k^{i+1}_n\), \(d^{i+1}_n = d^{i+1}_n\) and \(b^{i+1}_n = b^{i+1}_n\).

Theoretically, at every iteration \(i\), we should choose the exact result of the two subproblems (12) and (13), i.e., \(f^{i+1}_n = f^{i+1}_n\) and \(k^{i+1}_n = k^{i+1}_n\). However, because \(f^{i+1}_n\) and \(k^{i+1}_n\) are not precise, this leads to the inaccuracy of \(f^{i+1}_n\) and \(k^{i+1}_n\). Thus, the infinite loop will be waste of time. In practice, for effectively dealing with our problem, we only need to choose \(f^{i+1}_n = f^{i+1}_n\) and \(k^{i+1}_n = k^{i+1}_n\). Besides, since the result of FP method (named \(f^{i+1}_n\)) is relative reasonable, to improve the convergence speed, we can initialize \(f^{i+1}_n\) as \(f^{i+1}_n\).

Next, we define the stopping criteria for our algorithm. When the relative error between two iterations is less than a given parameter \(\varepsilon\) for all \(n = 1, \ldots, N\), our algorithm can be considered to reach a steady state. That is, our stopping criterion is
\[
\max \left( \frac{f^{i+1}_n - f^{i}_n}{f^{i+1}_n} \right) \leq \varepsilon,
\]
where \(\varepsilon = 10^{-2}\) is reasonable.

A large number of experiments we have done show that \(\varepsilon = 10^{-2}\) is reasonable.

On the whole, taking all the above analyses into account, we can obtain the overall numerical algorithm of the VFP method. The detailed description is shown in Algorithm 3.

**Algorithm 3.** The overall numerical scheme for VFP method.

**Input:** MS image \(m\), PAN image \(p\).

**Initialization:**
\[
\begin{align*}
b^{(0)}_1 &= b^{(0)}_2 = 0, d^{(0)}_1 &= d^{(0)}_2 = 0, k^{(0)}_n &= 0, f^{(0)}_n = f^{(0)}_p.
\end{align*}
\]

**While** max \(\left( \frac{f^{i+1}_n - f^{i}_n}{f^{i+1}_n} \right) \leq \varepsilon \) \(n = 1, \ldots, N \)

For \(n = 1, \ldots, N\)
\[
\begin{align*}
f^{i+1}_n &= \mathcal{F}^{-1} \left( \mathcal{F}(rhs(d^{i+1}_1, b^{i+1}_1)) / \mathcal{F}(K) \right) \\
d^{i+1}_1 &= \text{shrink} \left( A f^{i+1}_n + b^{i+1}_1, 1 / \beta \right) \\
b^{i+1}_1 &= b^{i+1}_1 + (A f^{i+1}_n - d^{i+1}_1) \\
d^{i+1}_2 &= d^{i+1}_2 + b^{i+1}_2 \\
k^{i+1}_n &= \mathcal{F}^{-1} \left( \mathcal{F}(f^{i+1}_n), m_n + \gamma A (d^{i+1}_n - b^{i+1}_n) \right) / \mathcal{F}(K) + \mathcal{F}(f^{i+1}_n) + \gamma) \\
d^{i+1}_2 &= \text{shrink}(A k^{i+1}_n + b^{i+1}_n, 1 / \gamma) \\
\end{align*}
\]
\(\)end
\(\)end

**Output:** The pan-sharpened image \(f\).
Since the MS image of QuickBird and IKONOS have four bands, \( N = 4 \).

All of our experiments are executed by Matlab 7.12 and run on a windows personal computer with an Intel(R) 2.33 GHz CPU and 4-GB RAM. For an image with a size of \( 256 \times 256 \), the execution time of FP and VFP methods is about 0.5 and 4 s respectively. Besides, the parameters of split Bregman are selected according to the analysis of [43], i.e., \( \beta = 10^3 \) and \( \gamma = 10^2 \).

5.1. Evaluation methods for assessing pan-sharpening

Evaluation of fusion is a challenging task. Up to now, many evaluation methods have been performed [45–47]. These methods can be roughly divided into two types, i.e., qualitative methods and quantitative methods [48]. Qualitative methods evaluate pansharpened results via the human visual system (HVS) directly, while quantitative methods assess the fused images by some evaluation criteria. Since the HVS is not instable and an acknowledged criterion is nonexistent, it might not be very accurate by only using a single type of metrics. For this reason, in our experiments, we take both types of metrics into account to do more reasonable evaluation.

In aspect of the quantitative methods, many criteria have been presented [45,46,49]. The methods can generally be divided into two classes: spectral and spatial quality measures. Spectral quality measures are used to evaluate the degree of spectral information preservation from MS to pan-sharpened image; while spatial quality measures are used to calculate the degree of spatial information preservation from PAN to pan-sharpened image. For a promising pan-sharpening method, the results should be performed well in both the classes.

In what follows, for simplicity, we take the eight representative criteria, in which the first four metrics measure spectral quality and the others measure spatial quality, to do our evaluation task. Note that we have normalized all the images to \([0, 1]\).

1. Q4 index: Q4 index is an effective metric for pan-sharpening when the MS image has four spectral bands. It is defined as

\[
Q4 = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{256} \sum_{j=1}^{256} \sqrt{\sum_{k=1}^{4} (x_{ij} - y_{ij})^2} \right)
\]

where \( x_{ij} \) and \( y_{ij} \) are the pixel values of the original MS and pansharpened images, respectively, and \( N \) is the number of bands.

### Table 1

The choice of parameters in Fig. 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fig. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>0.5 0.01 0.9 0.5 0.5 0.5 0.5 0.5 0.5</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.5 0.5 0.5 0.01 0.9 0.5 0.5 0.5 0.5</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>0.1 0.1 0.1 0.1 0.1 0.1 0.01 0.5 0.1 0.1</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.01 0.5 0.1</td>
</tr>
</tbody>
</table>

**Fig. 4.** Source images and the fused results using different parameters. (a) The resampled low-resolution MS image (RGB, 256 \( \times \) 256 pixels); (b) the high-resolution PAN images (256 \( \times \) 256 pixels); and (c)–(k) the fused RGB bands using different parameters which are shown in the 2nd–10th column of Table 1, respectively. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Q4 = \frac{1}{|x|} \int |f_4(x) - f_3(x) - f_2(x) - f_1(x)| dx

where the quaternion \( y = f_1(x) + if_2(x) + jf_3(x) + kf_4(x) \)
\( z = m_1(x) + im_2(x) + jm_3(x) + km_4(x) \),
\( \sigma_y = E(y^2) - |y|^2 \)
\( \sigma_{yz} = E(yz^2) - y^2z^2 \).

The dynamic range of Q4 is \([0, 1]\), and the bigger value indicates the better fusion result.

Table 2
Quantitative analysis of the images in Fig. 4(c)–(k).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Q4</th>
<th>ERGAS</th>
<th>SAM</th>
<th>SID</th>
<th>FCC</th>
<th>QF</th>
<th>AG</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>∞</td>
<td></td>
</tr>
<tr>
<td>Fig. 4(c)</td>
<td>0.7606</td>
<td>5.9008</td>
<td>6.8683</td>
<td>0.1518</td>
<td>0.8955</td>
<td>0.4336</td>
<td>0.0733</td>
<td>7.8276</td>
</tr>
<tr>
<td>Fig. 4(d)</td>
<td>0.8340</td>
<td>4.3558</td>
<td>5.2511</td>
<td>0.0663</td>
<td>0.7486</td>
<td>0.2451</td>
<td>0.0532</td>
<td>7.8285</td>
</tr>
<tr>
<td>Fig. 4(e)</td>
<td>0.7312</td>
<td>6.6078</td>
<td>7.7021</td>
<td>0.2233</td>
<td>0.9044</td>
<td>0.4751</td>
<td>0.0810</td>
<td>7.7948</td>
</tr>
<tr>
<td>Fig. 4(f)</td>
<td>0.7006</td>
<td>6.2637</td>
<td>8.1769</td>
<td>0.1697</td>
<td>0.8878</td>
<td>0.3530</td>
<td>0.0627</td>
<td>7.8591</td>
</tr>
<tr>
<td>Fig. 4(g)</td>
<td>0.7405</td>
<td>7.2297</td>
<td>7.8972</td>
<td>0.1567</td>
<td>0.8730</td>
<td>0.4226</td>
<td>0.0792</td>
<td>7.7075</td>
</tr>
<tr>
<td>Fig. 4(h)</td>
<td>0.7895</td>
<td>4.4549</td>
<td>5.8170</td>
<td>0.0789</td>
<td>0.5787</td>
<td>0.0920</td>
<td>0.0336</td>
<td>7.8382</td>
</tr>
<tr>
<td>Fig. 4(i)</td>
<td>0.6967</td>
<td>7.0127</td>
<td>8.6558</td>
<td>0.2516</td>
<td>0.9232</td>
<td>0.4775</td>
<td>0.0783</td>
<td>7.8064</td>
</tr>
<tr>
<td>Fig. 4(j)</td>
<td>0.7812</td>
<td>6.4233</td>
<td>6.7214</td>
<td>0.0888</td>
<td>0.8064</td>
<td>0.3576</td>
<td>0.0674</td>
<td>7.7158</td>
</tr>
<tr>
<td>Fig. 4(k)</td>
<td>0.8182</td>
<td>4.6623</td>
<td>5.5613</td>
<td>0.0746</td>
<td>0.7977</td>
<td>0.3003</td>
<td>0.0576</td>
<td>7.8372</td>
</tr>
</tbody>
</table>

Fig. 5. Qualitative comparison: source QuickBird images (a river and road area in Chilka Lake region of India, acquired on February 23, 2005) and the fused results using different methods. (a) The resampled low-resolution MS image (RGB, 256 × 256 pixels); (b) the high-resolution PAN images (256 × 256 pixels); and (c)–(l) the fused RGB bands by GBHS, P+XS, VWP, AVWP, wavelet, FP and VFP methods, respectively. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
2. Relative Dimensionless Global Error in Synthesis (ERGAS): ERGAS is a spectral quality metric. It indicates the ratio between RMSE and the mean of each band of \( f \). It is sensitive to mean bias and range change. The ERGAS value is defined as \[ \text{RDGES} = \frac{100}{h} \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left( \frac{\text{RMSE}(f_n, m_n)}{\mu(f_n)} \right)^2} \]

where \( h = l \) is the ratio between the size of original PAN and MS images, and \( \mu(f_n) \) is the mean of \( f_n \). The closer the ERGAS to 0 is, the more accurate the fusion is.

3. Spectral angle mapper (SAM): As a spectral correlation quality metric, SAM denotes the mean spectral distortion between \( m \) and \( f \). It is calculated by \[ \text{SAM} = \frac{1}{|\Omega|} \int_{\Omega} \arccos \left( \frac{f(x) \cdot m(x)}{\|f(x)\|_2 \|m(x)\|_2} \right) \, dx. \]

The small value of SAM indicates ideal fused image.

4. Spectral information divergence (SID): The SID describes the degradation degree of spectral correlation information between \( f \) and \( m \). Given a random vector \( \theta(x) = (f_1(x), \ldots, f_N(x)) \), by defining its normalized value \( \nu^f(x) = (\nu^f_1(x), \ldots, \nu^f_N(x)) \), SID is given by \[ \text{SID} = \frac{1}{|\Omega|} \int_{\Omega} \sum_{n=1}^{N} \left( \nu^f_n \log \frac{\nu^f_n}{\nu^m_n} + \nu^m_n \log \frac{\nu^m_n}{\nu^f_n} \right) \, dx. \]

The lower the value of SID the better the preservation degree of the spectral correlation information.

5. Filtered correlation coefficient (FCC): Based on the idea that the spatial information of PAN image is primarily concentrated in the high frequency domain, \[ \text{FCC} = \frac{1}{N} \sum_{n=1}^{N} \text{Cor}(k f_n, k m_p), \]

where \( \text{Cor}(\cdot) \) is the correlation coefficient and \( k = \begin{pmatrix} -1 & -1 & -1 \\ -1 & 8 & -1 \\ -1 & -1 & -1 \end{pmatrix} \). The biggest value of FCC indicates ideal fused image.

Fig. 6. Qualitative comparison: source QuickBird images (a mountainous area in Chilka Lake region of India, acquired on February 23, 2005) and the fused results using different methods. (a) The resampled low-resolution MS image (RGB, 2000 x 2000 pixels); (b) the high-resolution PAN images (2000 x 2000 pixels); and (c)-(i) the fused RGB bands by GIHS, P+XS, VWP, AVWP, wavelet, FP and VFP methods, respectively. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
6. Objective image fusion performance measure (QF): The objective image fusion performance [54] measure reflects the degree of the 'edge information preservation' when the pan-sharpening processes. Because the edge information is mainly concentrated in \( p \), QF can be defined as

\[
QF = \sum_{n=1}^{N} \frac{\int_{\Omega} Q_{f,p}^n(x) \omega_{f,n}(x) \, dx}{\int_{\Omega} \omega_{f,n}(x) \, dx},
\]

where \( \omega_{f,n}(x) \) is a weight and \( Q_{f,p}^n(x) \in [0,1] \) is an edge information preservation value (see [54] for details). For \( 0 \leq QF \leq 1 \), the bigger the QF, the better the fusion result.

7. Average gradient (AG): Obviously, gradient is sensitive to subtle details of the image. Thus, its average (i.e., average gradient) can be used to assess the blurring degree of the image. Then, average gradient can be defined as [55]

\[
AG = \frac{1}{N} \sum_{n=1}^{N} \left| \nabla f_n \right| dx.
\]

Obviously, \( 0 \leq AG \leq \sqrt{2} \), and the bigger value of AG indicates the better fusion result.

8. Entropy (H): As an important statistical index, entropy is used to measure the information of an image. The definition of

\[
H = \sum_{i=1}^{M} p_i \log \frac{1}{p_i},
\]

where \( p_i \) is the probability of occurrence of the \( i \)th symbol.

---

**Fig. 7.** Qualitative comparison: source IKONOS images (a mountainous area in Sichuan, China, acquired on May 15, 2008) and the fused results using different methods. (a) The resampled low-resolution MS image (RGB, 256 \( \times \) 256 pixels); (b) the high-resolution PAN images (256 \( \times \) 256 pixels); and (c)-(i) the fused RGB bands by GIHS, P+XS, VWP, AVWP, wavelet, FP and VFP methods, respectively. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

**Table 3**
Comparison of the proposed methods with the outstanding methods on QuickBird images shown in Fig. 5.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Q4</th>
<th>ERGAS</th>
<th>SAM</th>
<th>SID</th>
<th>FCC</th>
<th>QF</th>
<th>AG</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIHS</td>
<td>0.7881</td>
<td>3.7377</td>
<td>1.9317</td>
<td>0.0168</td>
<td>0.8084</td>
<td>0.4182</td>
<td>0.0549</td>
<td>7.6949</td>
</tr>
<tr>
<td>P+XS</td>
<td>0.7707</td>
<td>3.0993</td>
<td>2.9594</td>
<td>0.0079</td>
<td>0.8499</td>
<td>0.4290</td>
<td>0.0460</td>
<td>7.6850</td>
</tr>
<tr>
<td>VWP</td>
<td>0.8137</td>
<td>2.7953</td>
<td>1.4520</td>
<td>0.0028</td>
<td>0.8332</td>
<td>0.3372</td>
<td>0.0490</td>
<td>7.7100</td>
</tr>
<tr>
<td>AVWP</td>
<td>0.8255</td>
<td>2.6533</td>
<td>1.8105</td>
<td>0.0044</td>
<td>0.7911</td>
<td>0.3617</td>
<td>0.0448</td>
<td>7.7209</td>
</tr>
<tr>
<td>Wavelet</td>
<td>0.7352</td>
<td>3.7291</td>
<td>1.8105</td>
<td>0.0210</td>
<td>0.9269</td>
<td>0.3189</td>
<td>0.0567</td>
<td>7.7374</td>
</tr>
<tr>
<td>FP</td>
<td>0.8252</td>
<td>3.5017</td>
<td>2.8033</td>
<td>0.0152</td>
<td>0.8900</td>
<td>0.3974</td>
<td>0.0548</td>
<td>7.7404</td>
</tr>
<tr>
<td>VFP</td>
<td><strong>0.8462</strong></td>
<td><strong>2.4037</strong></td>
<td><strong>1.4207</strong></td>
<td><strong>0.0125</strong></td>
<td><strong>0.9290</strong></td>
<td><strong>0.4245</strong></td>
<td><strong>0.0568</strong></td>
<td><strong>7.7664</strong></td>
</tr>
</tbody>
</table>
entropy is $H(x) = - \sum_{i=0}^{L-1} p_i \log_2 p_i$, (23)

where $L$ is the gray level of the image, for example $L = 256$; $p_i = n_i / n$, $n_i$ is the number of pixels in the $i$th gray-level, and $n$ is the total pixel number of the images.

The larger value of entropy indicates better image quality.

5.2. The influence of the parameters

As mentioned in Section 4, the VFP model consists of four terms, each term has its corresponding parameters. These parameters are $\lambda$, $\eta$, $c_0$ and $c_1$. Many experiments demonstrate that the reasonable ranges of $\lambda$, $\eta$ and $c_0$, $c_1$ are $[0.01, 1]$ and $[0.001, 0.5]$, respectively. We now analyze the influence of them.

We first obtain original MS and PAN images from the QuickBird satellite (see Fig. 4(a) and (b)), then use these images to pan-sharpen using different parameters as shown in each column of Table 1. The RGB bands of pan-sharpened results are shown in Fig. 4(c)–(k). Besides, we also calculate the quantitative value for each result (see Table 2).

First, we analyze the influence of $\lambda$. Fig. 4(c) (d) and (e) shows the results of different $\lambda$, i.e., $\lambda = 0.5, 0.01, 0.9$, respectively. Comparing with Fig. 4(c) and (d), we find that (d) is more blurry in detail while more vivid in color, this phenomenon is easily verified by comparing the first two rows of Table 2, in which (d) is better than (c) in Q4, ERGAS, SAM, SID and H metrics while worse than (c) in FCC, $Q^f$ and AG. Similarly, we also find that (e) is clearer than (c) in detail while...
worse than (c) in color. In summary, the larger $\lambda$ will lead to better spatial resolution and worse spectral quality.

Taking a similar analysis on $\eta$ (by comparing (c), (f) and (g)), $c_0$ (by comparing (c), (h) and (i)) and $c_1$ (by comparing (c), (j) and (k)), we can draw a conclusion that larger $\lambda$, $c_1$ and smaller $\eta$, $c_0$ will result in better spatial resolution and worse spectral quality, in contrast we will obtain an image with worse spatial resolution and better spectral quality.

5.3. Comparative studies

5.3.1. Qualitative analysis

In this part, we present our outcomes and compare them with five state-of-the-art schemes visually. These five schemes contain the Generalized IHS method (GIHS) [9], the P+XS method [24], the variational wavelet pan-sharpening method (VWP) [25], the alternate variational wavelet pan-sharpening method (AVWP) [25], and the wavelet method [16,26], respectively. The comparison results are shown in Figs. 5–7. Note that all the parameters in these five schemes are set based on the authors’ suggestions, and ‘sym4’ is selected as the base in wavelet decomposition. Besides, the balancing parameters in the VFP method are set as $\lambda=0.5$, $\eta=0.5$, $c_0 = c_1 = 0.1$.

In the first two figures, the two original QuickBird data, presented in (a) and (b), are acquired from the Chilka Lake area of India on February 23, 2005. All the results obtained by GIHS, P+XS, VWP, AVWP, Wavelet, FP and VFP are shown in (c), (d), (e), (f), (g), (h), (i), respectively. For visual impact, we only display the first three bands in the MS image, i.e., red, blue and green bands.

First, we can find that all of the results have a significant visual improvement compared with the original images. However, the results obtained by different methods are distinctly different. The GIHS results have great performance in the spatial quality while they suffer some visual degradation. The results of P+XS, VWP and AVWP methods have very rare spectral distortion, yet they are relatively lack of definition and details. The wavelet results have both better spatial and spectral properties, but they suffer some aliasing effects. Instead, the FP and VFP methods seem to produce promising both spatial and spectral results without apparent confusion.

Taking Fig. 5 as an example, first we find that (c)–(i) are clearer than (a). Especially, the outline of the water flow under the bridge in the middle of the image (a) is blurry, while this area is distinct in all (c)–(i). The result of (c) (i.e., GIHS) has sharp outlines, whereas there are some dentate boundaries and little color distortion in both sides of the river and the road. (d)–(f) (i.e., P+XS, VWP and AVWP) enjoy great conservation in color, but they look blurry and over-smoothing in some extent. (f) (i.e., wavelet) seems to be clear both in color and definition, whereas it suffers some aliasing effects. The FP result in (h) looks more vivid than (c)–(f), but it is still not distinct compared to (i) which is produced by VFP. The VFP result seems to have high performance both in hue and in outline. For instance, the trees beside the river in the middle-lower part of the image (i) is more vivid than others. The similar phenomena can also be found in the road and river areas and Fig. 6.

To verify the stability of our methods, in Fig. 7, we further show the IKONOS data and its corresponding results. Observing on the results, we can also find that our results outperform other results. Especially, the results of GIHS, P+XS, VWP, AVWP, Wavelet and FP contain much noise, while the result of VFP method looks more vivid and noise-free. This just confirms the aforementioned point that the VFP method is robust to noise.

Therefore, for the visual performance, the FP and VFP methods, especially VFP, seem to be better than other schemes on QuickBird and IKONOS data.

5.3.2. Quantitative analysis

In this part, we quantitatively evaluate our outcomes using eight measures which are mentioned in Section 5.1, and compare the evaluation results with those of the five aforementioned outstanding methods. We still use the results, of which the RGB bands are shown in Figs. 5–7, to do our comparison. Tables 3–5, which are related to the three figure data, are presented to report the quantitative evaluation. It should be noted, in each table, that the best value of each measure is marked in bold, and each value in the reference row is the ideal value of corresponding measure.

Observing these tables, we find that GIHS method generally has good performance in Q4, Q2, AG and H measures, while it fails in other metrics. P+XS, VWP and AVWP methods are better than the other methods in terms of ERGAS, SAM, SID and FCC measures, but they lose in the other criteria. Nevertheless, wavelet and FP methods are quite balanced in all metrics, but they have few outstanding

---

**Fig. 9.** AVIRIS image pan-sharpening. (a) The resampled low-resolution MS image (RGB, 400 x 560 pixels); (b) the high-resolution PAN images (400 x 560 pixels); and (c)–(f) the fused results of P+XS, VWP, AVWP and VFP methods (the blue, green and red colors are bands 17, 27 and 60, respectively). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
performance. Since FCC, $Q^2$, AG and H criteria measure the spatial resolution, yet Q4 and SID criteria report the spectral quality. This just echoes our aforementioned qualitative comparison.

Compared to other schemes, our methods perform well in all the measures. In terms of the FP method, it is averagely ranked in the middle in all seven methods. For example, in Table 3, FP is ranked 2 in H criteria, and ranked 3 in Q4 and FCC criteria. Especially, FP is better than the wavelet method in five of eight criteria, that is, FP is generally better than the wavelet method. In the VFP method, we find that it has the best performance compared to the others. Taking Table 3 as an example, VFP method ranked first in 7 of 8 criteria, and performed well in both spatial and spectral quality measures. A similar conclusion can also be found in Table 4 and 5.

Thus, in quantitative aspect, the FP method is generally comparable with the other techniques, and the VFP method performs better than the others. This, to a large extent, has verified our qualitative comparison.

5.4. Extension to hyperspectral imagery

So far, we have studied the techniques for pan-sharpening MS (4–6 bands) and its corresponding PAN images. It could be interesting to pan-sharpen the hyperspectral images. Since the variational pan-sharpening methods are not limited to the number of bands, they are easily extended to hyperspectral data. Thus we study this extension of VFP.

We work with two datasets: HYDICE image of Washington DC Mall (contain 191 bands) and AVIRIS image of Northwest Tippecanoe County (contain 220 bands). For detailed information of these two datasets, one can refer to the website https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html. Since these datasets have no PAN images, we extract the same scenes from Google Maps (which provide high resolution images, see http://ditu.google.cn/) and treat them as the PAN images.

The pan-sharpening results are shown in Figs. 8 and 9. The results of other variational methods, i.e., P+XS, VWP, and AVWP, are also presented for comparison. For simplicity, the images in these figures are made using bands 17, 27 and 60 for blue, green and red colors respectively. Besides, we also show the quantitative results for each figure (see Tables 6 and 7). Note that the image used for quantitative evaluation has no longer three bands, but full, i.e., 191 and 220 bands, respectively.

Observing on these figures and tables, we can find that VFP outperforms the others consistently. For example, in Fig. 8, (f) is better than (c)–(e) in color and detail. Especially, (c)–(e) contain much noise, while (f) is noise-free. This phenomenon can be verified easily from Table 6, in which VFP is better than others in 7 of 8 metrics. Therefore, the VFP method is also remarkable in hyperspectral imagery.

6. Conclusions

We have proposed two pan-sharpening methods based on the framelet framework. The first method, named as FP, first decomposed the MS and PAN images into framelet coefficients, then chose the framelet coefficients to compose new coefficients. Finally, the new coefficients were converted into an image which is exactly the pan-sharpened result. The result of the FP method is promising but inflexible. To overcome this drawback, the second method, termed VFP, was proposed. In VFP method, by combining FP and the fusion requirements of geometry keeping, spectrum preserving and the sparsity of image in the framelet domain, a variational energy functional was presented. To minimize the variational functional, the split Bregman iteration was utilized. Further research will be extended to develop some automatic methods for parameters choosing. Besides, new pan-sharpening techniques based on the sparsity of the image under
some certain bases have been developed recently. We will combine our variational approach with these techniques in the future.
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