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Abstract

In this paper we study the derivatives of Frobenius and the derivatives
of Hodge weights for families of Galois representations with triangulations.
We generalize the Fontaine-Mazur L-invariant and use it to build a formula
which is a generalization of the Greenberg-Stevens-Colmez formula. For the
purpose of proving this formula we show two auxiliary results called projection
vanishing property and “projection vanishing implying L-invariants” property.

Introduction

It is well known that Galois Representation is one of the most fundamental ob-
jects in number theory. In this paper we concentrate on the p-adic representations
of the absolute Galois group of Qp, where p is a fixed prime number. Among
them semistable representations are special but important. To such representa-
tions Fontaine [18] attached linear algebra objects called filtered (ϕ,N)-modules.
Colmez and Fontaine [14] proved that there is an equivalence of categories between
the category of semistable representations and the category of admissible filtered
(ϕ,N)-modules. Using the associated filtered (ϕ,N)-module we can attach to each
semistable representation two kinds of invariants, i.e. Hodge weights and the eigen-
values of Frobenius ϕ. A famous fact is that the Newton polygon is always above
the Hodge polygon, which is the main significance of admissibility.

Recently there are a lot of papers studying families of Galois representations. For
example, see [6, 21, 22, 27]. A natural question on families of Galois representations
is the following

1

http://arxiv.org/abs/1601.04904v1


Question 0.1. For a family of p-adic representations of GQp
, what is the relation

of derivatives of Hodge weights and derivatives of eigenvalues of Frobenius?

However, Hodge weights and eigenvalues of Frobenius are not defined for a general
representation of GQp

. Therefore, we need to specify certain conditions so that
the two kinds of derivatives in Question 0.1 can be reasonably explained. A good
choice is the families with triangulations. The significance of triangulations has been
confirmed by many works. See [23, 11, 13, 24, 8] for example.

To explain what a triangulation is, we need the theory of (ϕ,Γ)-modules. The
(ϕ,Γ)-modules are modules over various rings of power series (denoted by E , E †

and R). See [16, 9, 20] for precise constructions of these rings and definitions of
(ϕ,Γ)-modules.

Theorem 0.2. ([16, 9, 20]) There is an equivalence of categories between the category
of p-adic representations of GQp

and the category of étale (ϕ,Γ)-modules over either
E , E † or R.

What we need is a version of Theorem 0.2 with p-adic representations (i.e. Qp-
representations) replaced by E-representations where E is a finite extension of Qp.
Such a variant version follows directly from Theorem 0.2 itself.

Let E be a finite extension of Qp. For a (not necessarily étale) (ϕ,Γ)-module M
over RE , by a triangulation of M we mean a filtration Fil•M on M consisting of
saturated (ϕ,Γ)-submodules of M with rankRE

FiliM = i such that FiliM/Fili−1M
(1 ≤ i ≤ rankRE

M) is of rank 1, i.e. of the form RE(δi) where δi is an E×-valued
character of Q×

p . We call (δ1, · · · , δn) the triangulation data for M .
When M comes from a semistable representation V , −wδ1 , · · · ,−wδn coincide

with the Hodge weights of V , and δ1(p)p
wδ1 , · · · , δn(p)pwδn coincide with eigenvalues

of Frobenius of V . Here for a character δ of Q×
p , wδ is the weight of δ whose definition

is given in Section 3.
Hence, for a family of representations of GQp

with triangulation data (δ1, · · · , δn)
we can regard dwδi (i = 1, · · · , n) as the derivatives of Hodge weights, and regard
dδi(p)
δi(p)

+ log(p)dwδi (i = 1, · · · , n) formally as the derivatives of “logarithmic of

Frobenius eigenvalues”. The value of log(p) depends on which component of the
logarithmic we take.

Now specifying the families of representations of GQp
with triangulations, Ques-

tion 0.1 becomes the following

Question 0.3. For an S-representation of GQp
with triangulation date (δ1, · · · , δn),

what is the relation among dδ1(p)
δi(p)

, · · · , dδn(p)
δn(p)

, dwδ1, · · · , dwδn? We will always take S
to be an affinoid E-algebra.
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When n = 2, Question 0.3 has been researched by Greenberg-Stevens [19] (for
ordinary semistable point) and Colmez [12] (for general semistable point). The pre-
cise statement of Colmez’s theorem will be recalled below. Later Colmez’s theorem
was generalized by Zhang [28] (again for n = 2 but the base field Qp is replaced by
any finite extension of Qp).

Let S be an affiniod E-algebra, V a 2-dimensional S-representation of GQp
.

Without loss of generality we may assume that V is free, and let {v1, v2} be a basis
of V over S. Let σ 7→ Aσ be the matrix of σ ∈ GQp

with respect to this basis. Then
there exist δ, κ ∈ S such that

log(detAσ) = δψ1(σ) + κψ2(σ)

for any σ ∈ GQp
. Here, ψ1 : GQp

→ E is the unramified additive character of GQp

such that ψ1(σ) = 1 if σ induces the Frobenius x 7→ xp on Fp; ψ2 : GQp
→ E is the

additive character that is the logarithmic of the cyclotomic character χcyc.

Theorem 0.4. ([12]) Suppose that V admits a fixed Hodge weight 0 and there exists
α ∈ S such that (Bϕ=α

cris,S⊗̂SV)GQp is locally free of rank 1 over S. Suppose z0 is a
closed point of Max(S) such that Vz0 is semistable with Hodge weights 0 and k ≥ 1.
Then the differential

dα

α
− 1

2
Ldκ+ 1

2
dδ

is zero at z0, where L is the Fontaine-Mazur L-invariant of Vz0.

Theorem 0.4 hints that Question 0.3 should be closely related to the following

Question 0.5. What is the generalization of Fontaine-Mazur L-invariants?

Let (D,ϕ,N,Fil•) be an admissible filtered E-(ϕ,N)-module with a refinement
F . Throughout this paper we assume that ϕ is semisimple on D.1 The monodromy
N induces an operator NF on the grading module

grF• D =

dimE D⊕

i=1

FiD/Fi−1D.

1This is not an essential condition. However, to include the result for the general case (ϕ maybe
not semisimple) we need much more knowledge and technique from the theory of (ϕ,Γ)-modules,
which does not fit with the style of the present paper. The general case will be considered in a sequel
paper, where we study the families of (not necessarily étale) (ϕ,Γ)-modules instead of families of
Galois representations.
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If s, t ∈ {1, · · · , dimE D} satisfy s < t and NF(gr
F
t D) = grFs D, then we say that s is

critical for F and write t = tF (s). The criticality does not depend on ϕ and Fil•. We
will introduce another notion “strong criticality” (see Definition 4.8) which depends
not only on N and F but also on ϕ and Fil•. If s is strongly critical, we can attach
to s an invariant denoted by LF ,s. For the solution to Question 0.5 we regard the set

{LF ,s : s is strongly critical for F}

as the generalization of the Fontaine-Mazur L-invariant. 2

Now we can state our main theorem as follows.

Theorem 0.6. Let S be an affinoid E-algebra. Let V be an S-representation of GQp

with a triangulation and the associated triangulation date (δ1, · · · , δn). Let z0 be a
closed point of Max(S), Ez0 the residue field of S at z0. Suppose that Vz0 is semistable
and ϕ is semisimple on D, where D is the filtered Ez0-(ϕ,N)-module attached to Vz0.
Let F be the refinement on D corresponding to the triangulation of Vz0. Suppose that
s ∈ {1, · · · , n− 1} is strongly critical for F , t = tF(s). Then

dδt(p)

δt(p)
− dδs(p)

δs(p)
+ LF ,s(dwδt − dwδs)

is zero at z0.

We remark that, when s is critical for F and tF(s) = s+ 1, s is strongly critical
for F if and only if wδs,z0 > wδs+1,z0

.
An especially interesting case is when the rank of the monodromy N of D is

equal to dimE D − 1. Let en be an element not in N(D) such that ϕ(en) ∈ Een.
For i = 1, · · · , n− 1 put ei = Nn−ien. Then D admits a unique triangulation F and
FiD = Ee1 ⊕ · · · ⊕ Eei for all i = 1, · · · , n. Write ki = −wδi,z0

. Then k1, · · · , kn are
Hodge weights of Vz0 . There always exists an upper-triangular matrix (ℓj,i)n×n such
that {ei +

∑
1≤j<i

ℓj,iej : i = 1, · · · , n} is an E-basis of D compatible with the Hodge

filtration.

2The reader may be mystified that our L-invariant is defined for Galois representations with tri-
angulations instead of Galois representations themselves. On one hand, such a definition is suitable
for Question 0.3, which can be seen in Theorem 0.6. On the other hands, Galois representations
with triangulations play the fundamental role in many aspects, for example the definition of p-adic
L-functions for modular forms [26] and the construction of eigenvarieties [1, 7]. In Fontaine and
Mazur’s definition of L-invariants, the information of triangulation is hidden. Indeed, a semistable
(but non-crystalline) 2-dimensional Galois representation admits a unique triangulation.
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Theorem 0.7. With the above notations suppose that k1 < k2 < · · · < kn. Then

dδs+1(p)

δs+1(p)
− dδs(p)

δs(p)
+ ℓs,s+1(dwδs+1 − dwδs)

is zero at z0.

When n = 2, the condition k1 < k2 automatically holds. So Theorem 0.7
covers Theorem 0.4. Indeed, under the condition of Theorem 0.4 we have dwδ1 = 0,
dα
α

= dδ1(p)
δ1(p)

, dδ = −dδ1(p)
δ1(p)

− dδ2(p)
δ2(p)

and dκ = dwδ2 .
We sketch the proof of Theorem 0.6.
From V we obtain an infinitesimal deformation of Vz0 and attach to this infinites-

imal deformation a 1-cocycle c : GQp
→ V∗

z0
⊗Ez0

Vz0 . Let {e1, · · · , en} be a basis of
D that is s-perfect for F , {e∗1, · · · e∗n} the dual basis of {e1, · · · , en}. (See Definition
4.10 for the precise meaning of s-perfect basis.) Let πh,ℓ be the composition of the
inclusion

V∗
z0
⊗Ez0

Vz0 →֒ Bst,Ez0
⊗Ez0

(V∗
z0
⊗Ez0

Vz0)

and the projection

Bst,Ez0
⊗Ez0

(V∗
z0
⊗Ez0

Vz0) → Bst,Ez0
,

∑

i,j

bije
∗
j ⊗ ei 7→ bℓh.

We have the following projection vanishing property (Theorem 0.8) and “projec-
tion vanishing implying L-invariant” property (Theorem 0.9).

Theorem 0.8. Suppose that ϕ is semisimple on D. Let c : GQp
→ V∗

z0
⊗Ez0

Vz0 be a
1-cocycle coming from an infinitesimal deformation of Vz0. If h < ℓ, then πh,ℓ([c]) = 0
in H1(Bst,Ez0

).

Theorem 0.9. Suppose that ϕ is semisimple on D. Let c be a 1-cocycle GQp
→

V∗
z0
⊗Ez0

Vz0 satisfying the projection vanishing property. If s is strongly critical for

F and t = tF(s), then there exist γs,1, γs,2, γt,1, γt,2 ∈ Ez0 and xs, xt ∈ B
ϕ=1
st,Ez0

such
that

πi,i(cσ) = γi,1ψ1 + γi,2ψ2 + (σ − 1)xi, i = s, t.

Furthermore γs,1 − γt,1 = LF ,s(γs,2 − γt,2).

Theorem 0.6 follows from Theorem 0.8, Theorem 0.9 and a computation relating
γi,1, γi,2 to dδi(p)

δi(p)
and dwδi .

Our paper is organized as follows. In Section 1 we provide preliminary results
on Galois cohomology. The proof of the “projection vanishing implying L-invariant”
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property needs the functors Xst and XdR used in [14] where they are denoted by V 0
st

and V 1
st respectively. In Section 2 we give a systematic study on these two functors.

The relation between triangulations and refinements is reviewed in Section 3. In
Section 4 we introduce the concepts of criticality and strong criticality and define
L-invariants. The “projection vanishing implying L-invariant” property is proved in
Section 5, and the projection vanishing property is proved in Section 6. Finally in
section 7 we combine results in Section 5 and Section 6 to prove Theorem 0.6.

There are two directions to generalize Theorem 0.6. One is to consider families
of (not necessarily étale) (ϕ,Γ)-modules instead of families of Galois representations.
The other is that the base field Qp is replaced by a finite extension of Qp. These are
in progress.

There may be two possible applications of Theorem 0.6. One is to the Excep-
tional Zero phenomenon, and the other is to the local-global compatibility in p-adic
Langlands program. In the case of n = 2 the former is done in [19] and the latter is
done in [15].

Notation

For a GQp
-module M we write H i(M) for the cohomology group H i(GQp

,M). For
a 1-cocycle c : GQp

→ M let [c] denote the class of c in H1(M). For a GQp
-module

M let M(i) denote the twist of M by χi
cyc, where χcyc is the cyclotomic character.

Let E be a finite extension of Qp considered as a base field with trivial action
of GQp

. Let ψ1 : GQp
→ E be the unramified additive character of GQp

such that

ψ1(σ) = 1 if σ induces the Frobenius x 7→ xp on Fp. Let ψ2 : GQp
→ E be the

additive character that is the logarithmic of χcyc. Then [ψ1] and [ψ2] form a basis of
H1(E) = Hom(GQp

, E) over E.
If δ is a multiplicative character of Q×

p , the character of Q×
p whose restriction to

Z×
p coincides with δ|Z×

p
and whose value at p is 1, is again denoted by δ|Z×

p
by abuse

of notation.
For an affinoid E-algebra S and a closed point z ∈ Max(S), let Ez denote the

residue field of S at z. For an S-module M we put Mz = M⊗S Ez.
Let N, Z and Q denote the set of natural numbers, integers and rational numbers

respectively.
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1 Fontaine period rings and Galois cohomology

Let Bcris, Bst and BdR be Fontaine’s period rings [17]. Put

Bcris,E = Bcris ⊗Qp
E, Bst,E = Bst ⊗Qp

E, BdR,E = BdR ⊗Qp
E.

We extend the actions of GQp
on Bcris, Bst and BdR E-linearly to Bcris,E, Bst,E

and BdR,E. We also extend the operators ϕ and N on Bst E-linearly to Bst,E.
Then Bcris,E is stable under ϕ and Bcris,E = BN=0

st,E . Let tcyc be Fontaine’s p-adic

“2π
√
−1” [17]. We have ϕ(tcyc) = p tcyc, Ntcyc = 0 and g(tcyc) = χcyc(g)tcyc for

g ∈ GQp
. Let Fil be the filtration on BdR,E such that FiliBdR,E = FiliBdR ⊗Qp

E.
Put B+

dR,E = Fil0BdR,E = B+
dR ⊗Qp

E. Then we have the following short exact
sequence, the so called fundamental exact sequence [14, Proposition 1.3 v)]

0 // E // B
ϕ=1
cris,E

// BdR,E/B
+
dR,E

// 0.

The following lemma is well known. See [12, Proposition 1.1].

Lemma 1.1. Let a ≤ b be in Z ∪ {−∞,+∞}. If either a > 0 or b ≤ 0, then

H0(FilaBdR,E/Fil
bBdR,E) = H1(FilaBdR,E/Fil

bBdR,E) = 0

with the convention Fil−∞BdR,E = BdR,E and Fil+∞BdR,E = 0.

For i ∈ N and j ∈ Z put Ui,j = B
N i+1=0,ϕ=pj

st,E . Note that Ui,i−1 coincides with the
notation Ui in [12].

Lemma 1.2. For any i ≥ 1 we have the following short exact sequence

0 // B
ϕ=pj

cris,E
// Ui,j

N
// Ui−1,j−1

// 0.

7



Proof. We only need to prove the surjectivity of N : Ui,j → Ui−1,j−1. Let u be the
element in Bst, considered as an element in Bst,E, that is denoted by log[π] in [14,
§1.5]. Then Bst,E = Bcris,E[u] and ϕ(u) = pu, N(u) = −1. For x ∈ Ui−1,j−1 write

x =
∑i−1

ℓ=0 aℓu
ℓ with aℓ ∈ Bcris,E. Then aℓ is in B

ϕ=pi−1−ℓ

cris,E . So y = −
∑i−1

ℓ=0 aℓ
uℓ+1

ℓ+1
is in

Ui,j and N(y) = x.

Proposition 1.3. If i ≥ 1, then the inclusion E ⊂ Ui,0 induces an isomorphism

H1(E)
∼−→ ker(H1(Ui,0)

N−→ H1(Bst,E)).

Proof. We prove the assertion by induction on i. For i = 1, the assertion is [12,
Proposition 1.2].

By definition U0,−i = B
ϕ=p−i

cris,E . From the fundamental exact sequence we obtain
the following exact sequence

0 // Et−i // U0,−i
// BdR,E/Fil

−iBdR,E
// 0.

So we have an isomorphism H1(E(−i)) = H1(Et−i) → H1(U0,−i) since by Lemme
1.1

H0(BdR,E/Fil
−iBdR,E) = H1(BdR,E/Fil

−iBdR,E) = 0

for i ≥ 0. When i ≥ 1, each nontrivial extension of E by E(−i) is not semistable.
(This is a well known fact; it also follows from Proposition 2.6 below.) Thus
H1(E(−i)) → H1(Bst,E) induced by the natural inclusion E(−i) ⊂ Bst,E is injective.
AsH1(E(−i)) → H1(U0,−i) is an isomorphism, it follows thatH1(U0,−i) → H1(Bst,E)
is also injective.

Note that

ker(H1(Ui,0)
N−→ H1(Bst,E)) ⊂ ker(H1(Ui,0)

N i

−→ H1(Bst,E)).

We consider the exact sequence

0 // Ui−1,0
// Ui,0

N i
// U0,−i

// 0.

As H0(U0,−i) = 0, from this short exact sequence we derive an isomorphism

H1(Ui−1,0)
∼−→ ker(H1(Ui,0)

N i

−→ H1(U0,−i)).

In particular the natural map H1(Ui−1,0) → H1(Ui,0) is injective. As H1(U0,−i)
injects into H1(Bst,E), we have

ker(H1(Ui,0)
N i

−→ H1(Bst,E)) = ker(H1(Ui,0)
N i

−→ H1(U0,−i)).

8



It follows that ker(H1(Ui,0)
N−→ H1(Bst,E)) lies in the image ofH1(Ui−1,0) → H1(Ui,0).

Since H1(Ui−1,0) injects into H
1(Ui,0), we have an isomorphism

ker(H1(Ui−1,0)
N−→ H1(Bst,E))

∼−→ ker(H1(Ui,0)
N−→ H1(Bst,E)).

This completes the inductive proof.

Corollary 1.4. The inclusion E ⊂ B
ϕ=1
st,E induces an isomorphism

H1(E)
∼−→ ker(H1(Bϕ=1

st,E )
N−→ H1(Bst,E)).

Proof. First we prove that H1(E) → H1(Bϕ=1
st,E ) is injective. Let c be a 1-cocycle with

values in E. If the image of [c] in H1(Bϕ=1
st,E ) is zero, then there exists some y ∈ B

ϕ=1
st,E

such that cσ = (σ − 1)y for all σ ∈ GQp
. As Bϕ=1

st,E = ∪i≥1Ui,0, y is in Ui,0 for some
i ≥ 1, which implies that the image of [c] in H1(Ui,0) is zero. But by Proposition
1.3, H1(E) injects to H1(Ui,0), so [c] = 0 (in H1(E)).

Now, let c be a 1-cocycle with values in B
ϕ=1
st,E such that the image of [c] by

N : H1(Bϕ=1
st,E ) → H1(Bst,E) is zero. Then there exists some z ∈ Bst,E such that

N(cσ) = (σ − 1)z for all σ ∈ GQp
. Let i be a positive integer such that N i(z) = 0.

Then cσ ∈ Ui,0 for all σ ∈ GQp
. In other words, [c] comes from an element in

ker(H1(Ui,0)
N−→ H1(Bst,E)) by the map H1(Ui,0) → H1(Bϕ=1

st,E ). So by Proposition

1.3, [c] comes from an element in H1(E) by the map H1(E) → H1(Bϕ=1
st,E ).

2 Some facts on Galois representations

Throughout this section a filtration on an E-vector space D means an exhaustive
descending Z-indexed filtration.

2.1 Xst and XdR

We will use the functors Xst and XdR defined in [12]. These functors were already
used in [14] to show that every admissible filtered (ϕ,N)-module comes from a Galois
representation. In [14] Xst and XdR are denoted by V 0

st and V
1
st respectively.

We refer the reader to [12] for the notions of E-(ϕ,N)-modules, filtered E-
modules, filtered E-(ϕ,N)-modules and admissible filtered E-(ϕ,N)-modules. Note
that, if D, D1 and D2 are filtered E-(ϕ,N)-modules, then there exist natural filtered
E-(ϕ,N)-module structures on D∗ and D1 ⊗E D2.

9



If V is a finite-dimensional E-representation of GQp
, then Dst(V ) = (Bst,E ⊗E

V )GQp is a filtered E-(ϕ,N)-module induced from the natural filtered E-(ϕ,N)-
module structure on Bst,E ⊗E V . We always have dimE Dst(V ) ≤ dimE V , and say
that V is semistable if dimE Dst(V ) = dimE V .

If D is a finite-dimensional E-(ϕ,N)-module, let Xst(D) be the B
ϕ=1
cris,E-module

defined by
Xst(D) = (Bst,E ⊗E D)ϕ=1,N=0.

If Fil = (Filj)j∈Z is a filtration on a finite-dimensional E-vector space D, let
XdR(D,Fil) or just XdR(D) if there is no confusion, be the B+

dR,E-module

XdR(D,Fil) = (BdR,E ⊗E D)/Fil0(BdR,E ⊗E D).

By [14, Proposition 5.1, Proposition 5.2] Xst and XdR are exact.
If (D,Fil) is a filtered E-(ϕ,N)-module, then there is a natural E-linear map

Xst(D) → XdR(D,Fil) induced by the inclusion Bst,E ⊗E D → BdR,E ⊗E D. Let
Vst(D,Fil) be the kernel of this map, which is an E-vector space.

By [12, Theorem 2.1] Vst is an equivalence of categories from the category of
admissible filtered E-(ϕ,N)-modules to the category of semistable E-representations
of GQp

, with quasi-inverse Dst. Furthermore, Vst and Dst respect tensor products
and duals.

If (D,Fil) is an admissible filtered E-(ϕ,N)-module, then the sequence

0 // Vst(D,Fil) // Xst(D) // XdR(D,Fil) // 0 (2.1)

is exact, and the natural map

Bst,E ⊗E Vst(D,Fil) → Bst,E ⊗E D

is an isomorphism respecting the actions of GQp
, ϕ, N and the filtrations.

If D is an E-(ϕ,N)-module, and e∗ is an element in the dual E-(ϕ,N)-module
D∗, we have a GQp

-equivariant map

πe∗ : Xst(D) → Bst,E, x 7→< e∗, x > .

Here < ·, · > denotes the Bst,E-bilinear pairing

(Bst,E ⊗E D
∗)× (Bst,E ⊗E D) → Bst,E

induced by the canonical E-bilinear pairing D∗ ×D → E.

Lemma 2.1. (a) We have N ◦ πe∗ = πNe∗.

10



(b) If N i+1e∗ = 0, then the image of πe∗ is in BN i+1=0
st,E . If furthermore ϕ(e∗) = e∗,

then the image of πe∗ is in Ui,0.

Proof. For any x ∈ Xst(D), as Nx = 0, we have N < e∗, x >=< Ne∗, x >.
If N i+1e∗ = 0, then N i+1 < e∗, x >=< N i+1e∗, x >= 0. If ϕe∗ = e∗, then

ϕ < e∗, x >=< ϕe∗, ϕx >=< e∗, x > since ϕ(x) = x. So < e∗, x > is in Ui,0.

For e∗ ∈ D∗, πe∗ induces a map H1(Xst(D)) → H1(Bst,E) again denoted by πe∗ .
If ϕ(e∗) = e∗, πe∗ induces a map H1(Xst(D)) → H1(Bϕ=1

st,E ) which will be denoted by
π̃e∗.

2.2 Exactness of H i(XdR(−))

Let D be a finite-dimensional E-vector space. For a basis {e1, · · · , en} of D over E
and a filtration Fil on D we say that {e1, · · · , en} is compatible with Fil if for any
i, FiliD = ⊕n

j=1Fil
iD ∩ Eej . If we write fj (j = 1, · · · , n) for the largest integer

such that FilfjD ∩ Eej 6= 0, then {e1, · · · , en} is compatible with Fil, if and only if
FiliD =

⊕
j:fj≥i

Eej for any i. In this case we have

Fili(BdR,E ⊗E D) =
⊕

j

Fili−fjBdR,E · ej .

Lemma 2.2. Let
0 // D1

// D // D2
// 0

be a short exact sequence of filtered E-modules. If {e1, · · · , es} is a basis of D1 and
{ēs+1, · · · , ēn} is a basis of D2 over E compatible with the filtration on D1 and that
on D2 respectively, then there exist liftings ej of ēj (j = s + 1, · · · , n) such that
{e1, · · · , en} is a basis of D compatible with the filtration.

Proof. Let fj (j = 1, · · · , n) be the largest integer such that FilfjD1 ∩ Eej 6= 0
for j = 1, · · · , s, and FilfjD2 ∩ Eēi 6= 0 for j = s + 1, · · · , n. As the filtration
on D2 is induced from that on D, there exists a lifting ej of ēj in FilfjD for any
j = s+ 1, · · · , n. Then

⊕
j:fj≥i

Eej is contained in FiliD. However, we have

dimE FiliD = dimE FiliD1 + dimE FiliD2

= ♯{j : 1 ≤ j ≤ s, fj ≥ i}+ ♯{j : s+ 1 ≤ j ≤ n, fj ≥ i}
= ♯{j : 1 ≤ j ≤ n, fj ≥ i}.

Therefore FiliD =
⊕

j:fj≥i

Eej.

11



Proposition 2.3. If

0 // D1
// D // D2

// 0

is a short exact sequence of filtered E-modules, then

0 // XdR(D1) // XdR(D) // XdR(D2) // 0

is a split short exact sequence of GQp
-modules.

Proof. Let {ej}nj=1, {ēj}nj=s+1 and {fj}nj=1 be as in Lemma 2.2 and its proof. By the
definition of XdR(−) we have

XdR(D1) = ⊕s
j=1(BdR,E/Fil

fjBdR,E) · ej ,
XdR(D) = ⊕n

j=1(BdR,E/Fil
fjBdR,E) · ej ,

XdR(D2) = ⊕n
j=s+1(BdR,E/Fil

fjBdR,E) · ēj .

As {ej}nj=1 and {ēj}nj=s+1 are fixed by GQp
, our assertion is clear now.

The following follows directly from Proposition 2.3.

Corollary 2.4. If
0 // D1

// D // D2
// 0

is a short exact sequence of filtered E-modules, then

0 // H i(XdR(D1)) // H i(XdR(D)) // H i(XdR(D2)) // 0

is exact.

2.3 The kernel of H1(Xst(D)) → H1(XdR(D,Fil))

In this subsection we study the kernel of H1(Xst(D)) → H1(XdR(D,Fil)). When
(D,Fil) is admissible, from the short exact sequence (2.1) we see that this kernel
coincides with the image of H1(Vst(D)) → H1(Xst(D)).

We fix a finite-dimensional E-(ϕ,N)-module D. For two filtrations Fil1 and Fil2
on D, we write Fil1 ≈ Fil2 if Fil01D = Fil02D. Then ≈ is an equivalence relation on
the set of filtrations on D.

Proposition 2.5. If Fil1 ≈ Fil2, then the kernel of H1(Xst(D)) → H1(XdR(D,Fil1))
coincides with the kernel of H1(Xst(D)) → H1(XdR(D,Fil2)).

12



Proof. By [14, Proposition 3.1] there exists a basis {e1, · · · , en} of D compatible with
both Fil1 and Fil2. Write fj,ℓ (j = 1, · · · , n and ℓ = 1, 2) for the largest integer such
that

Fil
fj,ℓ
ℓ D ∩ Eej 6= 0.

Put f̄j = min(fj,1, fj,2).
Put

M = (BdR,E ⊗E D)/Fil01(BdR,E ⊗E D) ∩ Fil02(BdR,E ⊗E D).

Note that

Fil0ℓ(BdR,E ⊗E D) =
n⊕

j=1

Fil−fj,ℓBdR,E · ej, ℓ = 1, 2,

Fil01(BdR,E ⊗E D) ∩ Fil02(BdR,E ⊗E D) =

n⊕

j=1

Fil−f̄jBdR,E · ej .

So, for ℓ = 1, 2 we have an exact sequence

0 //
⊕n

j=1(Fil
−fj,ℓBdR,E/Fil

−f̄jBdR,E) · ej //M // XdR(D,Filℓ) // 0.

As Fil01D = Fil02D, fj,1 ≥ 0 if and only if fj,2 ≥ 0. Thus f̄j ≥ 0 if and only if fj,ℓ ≥ 0.
So by Lemma 1.1 we have

H1(Fil−fj,ℓBdR,E/Fil
−f̄jBdR,E) = 0.

As a consequence, H1(M) → H1(XdR(D,Filℓ)) is injective.
Note that Xst(D) → XdR(D,Filℓ) (ℓ = 1, 2) factors through Xst(D) →M . Thus

H1(Xst(D)) → H1(XdR(D,Filℓ)) factors through H1(Xst(D)) → H1(M). Since
H1(M) injects to H1(XdR(D,Filℓ)), the kernel of H1(Xst(D)) → H1(XdR(D,Filℓ))
coincides with the kernel of H1(Xst(D)) → H1(M).

2.4 The map H1(V ) → H1(Bst,E ⊗E V )

Proposition 2.6. If V is a semistable E-representation of GQp
with Hodge weights

> 0, then any nontrivial extension of the trivial representation E of GQp
by V is not

semistable.

Proof. The filtered E-(ϕ,N)-module attached to the trivial representation E is D0 =
E · e0 with

ϕe0 = e0, Ne0 = 0, Fil0D0 = D0, Fil1D0 = 0.

13



Let Ṽ be an extension of E by V that is a semistable representation of GQp
. Let

D and D̃ be the filtered E-(ϕ,N)-module attached to V and that attached to Ṽ
respectively. Then we have an exact sequence of filtered E-(ϕ,N)-modules

0 //D // D̃ // D0
// 0. (2.2)

Let {e1, · · · , en} be a basis of D over E, and let A = (aij) be the matrix of ϕ with
respect to this basis so that ϕ(ei) =

∑n

j=1 ajiej . As V is of Hodge weights > 0, we

have Fil1D = D. By the fact that the Newton polygon is above the Hodge polygon,
the lowest slope of eigenvalues of A is positive. Thus In − A is invertible, where In
is the unit n× n-matrix.

Let ẽ be any lifting of e0. Since ϕ(e0) = e0, there are c1, · · · , cn ∈ E such that

ϕ(ẽ) = ẽ+
n∑

i=1

ciei. As In −A is invertible, there is a unique vector (b1, · · · , bn)t such

that (In − A) · (b1, · · · , bn)t = (c1, · · · , cn)t. Then e = ẽ +
n∑

i=1

biei satisfies ϕ(e) = e.

From the relation Nϕ = pϕN we obtain Ne ∈ Dϕ=p−1
= 0. As Fil1D0 = 0, we have

e /∈ Fil1D̃. Hence the exact sequence (2.2) splits and so Ṽ is a trivial extension of E
by V .

Corollary 2.7. Let V be a semistable E-representation of GQp
with Hodge weights

> 0. Then the following hold:

(a) The natural map H1(V ) → H1(Bst,E ⊗E V ) is injective.

(b) Let c be in H1(V ). If for any f ∈ HomGQp
(V,Bst,E), the image of c by the map

H1(V ) → H1(Bst,E) induced by f is zero, then c = 0.

Proof. Assertion (a) follows immediately from Proposition 2.6.
Next we prove (b). Let D be the filtered E-(ϕ,N)-module attached to V , and

let {e1, · · · , en} be a basis of D over E. Let πi denote the projection

Bst,E ⊗E D = Bst,E ⊗E V → Bst,E,
n∑

j=1

ajej 7→ ai.

As e1, · · · , en are fixed by GQp
, πi (i = 1, · · · , n) are in HomGQp

(Bst,E ⊗E V,Bst,E).
So the composition of πi and the inclusion V →֒ Bst,E ⊗E V , denoted by π̃i, is in
HomGQp

(V,Bst,E). In fact, {π̃1, · · · , π̃n} is a basis of HomGQp
(V,Bst,E). Now the

condition π̃i(c) = 0 for i = 1, · · · , n ensures that the image of c in H1(Bst,E ⊗E V ) is
zero. By (a) we obtain c = 0.
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Remark 2.8. If V is semistable with Hodge weights ≥ 0, then the natural map

H1(V ) → H1(Xst(Dst(V )))

is an isomorphism.

Proof. By (2.1) we have a short exact sequence

0 // V // Xst(Dst(V )) // XdR(Dst(V )) // 0,

from which we obtain an exact sequence

H0(XdR(Dst(V ))) // H1(V ) //H1(Xst(Dst(V ))) // H1(XdR(Dst(V ))).

As V is of Hodge weight ≥ 0, we have H0(XdR(Dst(V ))) = H1(XdR(Dst(V ))) =
0.

3 Triangulations and refinements

We recall the theory of triangulations and refinements [1, 2, 4, 10].
If S is an affinoid E-algebra, by an S-representation of GQp

we mean a locally free
S-module of finite constant rank equipped with a continuous S-linear action of GQp

.
Let RS be the Robba ring over S which is a topological ring equipped with continuous
actions of ϕ and Γ [21]. By a (locally) free (ϕ,Γ)-module over RS we mean a (locally)
free RS-module M of finite constant rank equipped with a semilinear action of ϕ
such that the map ϕ∗M → M is an isomorphism, and a semilinear action of Γ that
commutes with the ϕ-action and is continuous for the profinite topology on Γ and
the topology on RS. We always consider an S-representation of GQp

as a family of
E-representations of GQp

over Max(S), and consider an étale (ϕ,Γ)-module over RS

as a family of étale (ϕ,Γ)-modules over Max(S).
Basing on Berger and Colmez’s work [6], in [21] Kedlaya and Liu defined a functor

Drig from the category of S-representations of GQp
to the category of étale (ϕ,Γ)-

modules over RS. See [21, Definition 6.3] for the notion of étale (ϕ,Γ)-modules over
RS.

We recall the construction of (ϕ,Γ)-modules over RS of rank 1, which play the
important role in the definition of triangulations below. If δ is a continuous S×-valued
character of Q×

p , we let RS(δ) denote the rank one (ϕ,Γ)-module over RS, defined
by RS(δ) = RSe with γ(e) = δ(χcyc(γ))e and ϕ(e) = δ(p)e. By [22, Appendix] every
(ϕ,Γ)-module over RS of rank 1 is of this form. Let log(δ|Z×

p
) be the logarithmic
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of δ|Z×

p
, which is an additive character of Q×

p with values in S and whose value

at p is zero. There exists wδ ∈ S such that log(δ|Z×

p
) = wδψ2. We call wδ the

weight (function) of δ. For any z ∈ Max(S), if RS(δz) corresponds to a semistable
Ez-representation Vz of GQp

, then the Hodge weight of Vz is −wδ(z).

Definition 3.1. ([22]) Let M be a free (ϕ,Γ)-module over RS of rank n. If there
are

• a strictly increasing filtration

{0} = Fil0D ⊂ Fil1D ⊂ · · · ⊂ FilnD = D

of saturated free RS-submodule stable by ϕ and Γ, and

• n continuous characters δi : Q
×
p → S×

such that for any i = 1, · · · , n,

FiliM/Fili−1M ≃ RS(δi),

we say that M is triangulable; we call Fil a triangulation of M and

(δ1, · · · , δn)

the triangulation parameters attached to Fil.

To discuss the relation between triangulations and refinements, we restrict our-
selves to the case of S = E.

Let D be a filtered E-(ϕ,N)-module of rank n, and we assume that all the
eigenvalues of ϕ : D → D are in E. Following Mazur [25] we define a refinement of
D to be a filtration on D

0 = F0D ⊂ F1D ⊂ · · · ⊂ FnD = D

by E-subspaces stable by ϕ and N , such that each factor grFi D = FiD/Fi−1D
(i = 1, · · · , n) is of dimension 1. Any refinement fixes an ordering α1, · · · , αn

of eigenvalues of ϕ and an ordering k1, · · · , kn of Hodge weights of D taken with
multiplicities such that the eigenvalue of ϕ on grFi D is αi and the Hodge weight of
grFi D is ki.

Proposition 3.2. ([2, Proposition 1.3.2]) Let M be a (ϕ,Γ)-module over RE coming
from a filtered E-(ϕ,N)-module D of dimension n via Berger’s functor [5].
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(a) The equivalence of categories between the category of semistable (ϕ,Γ)-modules
and the category of filtered E-(ϕ,N)-modules induces a bijection between the
set of triangulations on M and the set of refinements on D.

(b) If (FiliM) is a triangulation of M corresponding to a refinement (FiD) of D
with the ordering of the eigenvalues of ϕ being α1, · · · , αn and the ordering of
Hodge weights being k1, · · · , kn, then for each i = 1, · · · , n, FiliM/Fili−1M is
isomorphic to RE(δi) where δi is defined by δi(p) = αip

−ki and δi(u) = u−ki

(u ∈ Z×
p ).

Remark 3.3. In [27] the author gave a family version of Berger’s functor from the
category of filtered (ϕ,N)-modules to the category of (ϕ,Γ)-modules [5]. Using this
functor we may obtain a family version of Proposition 3.2. We omit the details since
we will not use it.

4 Critical indices and L-invariants
Let D be a filtered E-(ϕ,N)-module of rank n. Suppose that ϕ is semisimple on D.
Fix a refinement F of D. Then F fixes an ordering α1, · · · , αn of the eigenvalues of
ϕ and an ordering k1, · · · , kn of the Hodge weights.

4.1 The operator NF and critical indices

We define an E-linear operator NF on grF• D =
n⊕

i=1

FiD/Fi−1D. For any i ∈
{1, · · · , n}, if N(FiD) = N(Fi−1D), we demand that NF maps grFi D to zero.

Now we assume that N(FiD) ) N(Fi−1D). Let j be the minimal integer such
that

N(FiD) ⊆ N(Fi−1D) + FjD.

Lemma 4.1. We have N(Fi−1D) ∩ FjD = N(Fi−1D) ∩ Fj−1D.

Proof. If N(Fi−1D) ∩ FjD ) N(Fi−1D) ∩ Fj−1D, then there exists x ∈ Fi−1D such
that N(x) is in FjD but not in Fj−1D. Then FjD = E · N(x) ⊕ Fj−1D. Thus for
any y ∈ FiD we have

N(y) ⊆ N(Fi−1D) + FjD ⊆ N(Fi−1D) + E ·N(x) + Fj−1D ⊆ N(Fi−1D) + Fj−1D.

So N(FiD) ⊆ N(Fi−1D) + Fj−1D which contradicts the minimality of j.
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For any x ∈ FiD, if we write N(x) in the form N(x) = a+ z with a ∈ N(Fi−1D)
and z ∈ FjD, then z mod Fj−1D is uniquely determined. Indeed, if N(x) = a′+z′ is
another expression with a′ ∈ N(Fi−1D) and z′ ∈ FjD, then by Lemma 4.1 we have

z − z′ = a′ − a ∈ N(Fi−1D) ∩ FjD = N(Fi−1D) ∩ Fj−1D ⊆ Fj−1D.

We define
NF(x+ Fi−1D) = z + Fj−1D ∈ grFj D.

It is easy to check that

NF(λ(x+ Fi−1D)) = λNF(x+ Fj−1D), λ ∈ E.

Finally we extend NF to the whole grF• D by E-linearity. By definition we have
either N(grFi D) = 0 or N(grFi D) = grFj D for some j.

Definition 4.2. For j ∈ {1, · · · , n− 1} we say that j is critical (or a critical index)
for F if there is some i ∈ {2, · · · , n} such that NF(gr

F
i D) = grFj D.

Note that i and j in the above definition are determined by each other. We write
i = tF(j) and j = sF(i).

Remark 4.3. We can construct an oriented graph whose vertices are the numbers
1, · · · , n; there is an (oriented) edge with source j and terminate i if and only if j is
critical and i = tF (j). The resulting graph consists of simple vertices and disjointed
chains.

Lemma 4.4. The following are equivalent:

(a) s is critical and t = tF(s).

(b) NFt−1D ∩ FsD = NFt−1D ∩ Fs−1D and NFtD ∩ FsD ) NFtD ∩ Fs−1D.

Proof. We have already seen that, if (a) holds, then (b) holds. Conversely, we assume
that (b) holds. Then NFtD ∩ FsD ) NFt−1D ∩ FsD. Thus NFtD ) NFt−1D.
From NFtD ∩ FsD ) NFt−1D ∩ FsD we see that there is x ∈ FtD\Ft−1D such
that N(x) ∈ FsD. Thus NFtD ⊆ NFt−1D + FsD. Next we show that NFtD  

NFt−1D + Fs−1D. If it is not true, then there exists y ∈ FtD\Ft−1D such that
N(y) ∈ Fs−1D. For any z ∈ FtD, write z = w + λy with w ∈ Ft−1D and λ ∈ E. If
N(z) is in FsD, then N(w) is also in FsD. But NFt−1D∩FsD = NFt−1D∩Fs−1D.
Thus N(w) is in Fs−1D, which implies that N(z) = N(w)+λN(y) is also in Fs−1D.
So, NFtD ∩ FsD = NFtD ∩ Fs−1D, a contradiction.
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Definition 4.5. We say that an ordered basis S = {e1, · · · , en} of D is compatible
with F if FrD = ⊕r

i=1Eei for all r ∈ {1, · · · , n}. If S = {e1, · · · , en} is an ordered
basis compatible with F and ϕ(ei) = αiei for any i ∈ {1, · · · , n}, we say that S is
perfect for F .

As ϕ is semisimple on D, there always exists a perfect ordered basis for F .

Lemma 4.6. (a) If s is critical for F and t = tF(s), then there exists et ∈
FtD\Ft−1D such that ϕ(et) = αtet and N(et) ∈ FsD\Fs−1D.

(b) If t is not tF(s) for any s, then there exists et ∈ FtD\Ft−1D such that
ϕ(et) = αtet and N(et) = 0.

Proof. Let {e′1, · · · , e′n} be a perfect basis for F .
If t = tF (s), then there exists x ∈ FtD\Ft−1D such that N(x) ∈ FsD\Fs−1D.

Write x =
∑t

i=1 λie
′
i and put et =

∑
1≤i≤t:αi=αt

λie
′
i. Then ϕ(et) = αtet and N(et) ∈

FsD\Fs−1D. This proves (a). The proof of (b) is similar.

4.2 Strongly critical indices and L-invariants
Assume that s is critical for F and t = tF(s). We consider the decompositions

FtD/Fs−1D = Eēs ⊕ L⊕Eēt

that satisfy the following conditions:
• F1(FtD/Fs−1D) = Eēs and F t−s(FtD/Fs−1D) = Eēs ⊕ L, where F is the

refinement on FtD/Fs−1D induced by F .
• Both L and Eēs ⊕ Eēt are stable by ϕ and N ; ϕ(ēt) = αtēt and N(ēt) = ēs.

Such a decomposition is called an s-decomposition.

Lemma 4.7. If s is critical, then there exists at least one s-decomposition.

Proof. By Lemma 4.6 there exists a perfect basis {e1, · · · , en} for F such that
N(et) = es. For i = s, · · · , t let ēi denote the image of ei in FtD/Fs−1D. Then
N(ēt) = ēs. Write L̃ = Ft−1D/Fs−1D. For any α ∈ E put L̃α = {x ∈ L̃ : ϕ(x) =
αx}. As NFt−1D ∩ FsD = NFt−1D ∩ Fs−1D, we have NL̃αt ∩ Eēs = 0. Let Lαs be
any E-subspace of L̃αs of codimension 1 that contains NL̃αt and does not contain
Eēs. Put L = (

⊕
α6=αs

L̃α)
⊕

Lαs . It is easy to verify that L is stable by ϕ and N .

Then FtD/Fs−1D = Eēs ⊕ L⊕ Eēt is an s-decomposition.
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Let dec denote an s-decomposition FtD/Fs−1D = Eēs⊕L⊕Eēt. There are three
possibilities for the filtration on the filtered E-(ϕ,N)-submodule Eēs ⊕ Eēt:

Case 1. There exist an integer k′t > ks and some Ldec ∈ E (which must be unique)
such that

Fili(Eēs ⊕ Eēt) =





Eēs ⊕ Eēt if i ≤ ks,
E(ēt + Ldecēs) if ks < i ≤ k′t,
0 if i > k′t.

Case 2. There exists an integer k′t < ks such that

Fili(Eēs ⊕ Eēt) =





Eēs ⊕ Eēt if i ≤ k′t,
Eēs if k′t < i ≤ ks,
0 if i > ks.

Case 3. We have

Fili(Eēs ⊕ Eēt) =

{
Eēs ⊕ Eēt if i ≤ ks,
0 if i > ks.

Similarly, there are three possibilities for the filtration on the quotient of FtD/Fs−1D
by L. Below we will denote the images of ēs and ēt in (FtD/Fs−1D)/L by the original
notations ēs and ēt.

Case 1′. There exist an integer k′s < kt and some L′
dec ∈ E (which must be

unique) such that

Fili(Eēs ⊕ Eēt) =





Eēs ⊕ Eēt if i ≤ k′s,
E(ēt + L′

decēs) if k′s < i ≤ kt,
0 if i > kt.

Case 2′. There exists an integer k′s > kt such that

Fili(Eēs ⊕ Eēt) =





Eēs ⊕ Eēt if i ≤ kt,
Eēs if kt < i ≤ k′s,
0 if i > k′s.

Case 3′. We have

Fili(Eēs ⊕Eēt) =

{
Eēs ⊕Eēt if i ≤ kt,
0 if i > kt.

If Case 1 and Case 1′ happen, we always have ks ≤ k′s and k′t ≤ kt. If further
k′s < k′t (which happens only when ks < kt), we say that dec is a perfect s-
decomposition (for F). In this case we must have Ldec = L′

dec.
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Definition 4.8. If there exists a perfect s-decomposition, we say that s is strongly
critical (or a strongly critical index). In this case we attached to s an invariant Ldec,
where dec is a perfect s-decomposition. Proposition 4.9 below tells us that Ldec is
independent of the choice of perfect s-decompositions. We denote it by LF ,s and call
it the Fontaine-Mazur L-invariant associated to (F , s).

In the case of t = s+ 1, s is strongly critical if and only if ks < kt.

Proposition 4.9. If dec1 and dec2 are two perfect s-decompositions, then Ldec1 =
Ldec2.

Proof. Without loss of generality we assume that ēs in the two perfect s-decompositions
are same. Let k

(1)
s , k

(1)
t , L(1) and ē

(1)
t (resp. k

(2)
s , k

(2)
t , L(2) and ē

(2)
t ) denote k′s, k

′
t, L

and ēt for dec1 (resp. dec2). We assume that k
(1)
s ≤ k

(2)
s .

As N(ē
(2)
t − ē

(1)
t ) = 0, we have

ē
(2)
t − ē

(1)
t ∈ (Ft−1D/Fs−1D)ϕ=αt = (L(1))ϕ=αt .

Thus ē
(2)
t and ē

(1)
t have the same image in (FtD/Fs−1D)/L(1). We will denote the

images of es, ē
(1)
t and ē

(2)
t in (FtD/Fs−1D)/L(1) by the original notations.

As ē
(2)
t + Ldec2 ēs is in Filk

(2)
t (FtD/Fs−1D), and as the Hodge weights k

(1)
s and kt

of (FtD/Fs−1D)/L(1) satisfy k
(1)
s ≤ k

(2)
s < k

(2)
t ≤ kt, we have

Filkt
(
(FtD/Fs−1D)/L(1)

)
= Filk

(2)
t

(
(FtD/Fs−1D)/L(1)

)

= E(ē
(2)
t + Ldec2 ēs) = E(ē

(1)
t + Ldec2 ēs),

which implies that Ldec1 = Ldec2 .

Definition 4.10. Let s be strongly critical. We say that a perfect basis {e1, · · · , en}
for F is s-perfect if it satisfies the following conditions:

• Eēs
⊕(⊕

s<i<tEēi

)⊕
Eēt is a perfect s-decomposition where ēi is the image

of ei in D/Fs−1D,
• N(et) = es.
• For any i > tF (s) writing N(ei) =

∑i−1
j=1 λi,jej we have λi,s = 0.

Remark 4.11. The first condition in Definition 4.10 implies that, for any i = s +
1, · · · , tF(s)− 1 if we write N(ei) =

∑i−1
j=1 λi,jej, then λi,s = 0.

Lemma 4.12. If s is strongly critical, then there exists an s-perfect basis.
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Proof. Write t = tF(s). Let {e1, · · · , es−1} be a perfect ordered basis of Fr−1D.
As s is strongly critical, there exists a perfect s-decomposition FtD/Fs−1D =

Eēs ⊕L⊕Eēt. Choose a perfect basis {ēi : s < i < t} for the induced refinement on
L (identified with Ft−1D/FsD). For i ∈ {s+ 1, · · · , t} let ei ∈ FtD be any lifting of
ēi such that ϕ(ei) = αiei. Put es = N(et).

For any i > t there exists e′i ∈ FiD\Fi−1D such that ϕ(e′i) = αie
′
i. Next we define

ei for i > t recursively from t + 1 to n. Write N(e′i) =
∑i−1

j=1 µi,jej. If µi,s = 0, we
put ei = e′i. If µi,s 6= 0, then αi = αt. In this case we put ei = e′i − µi,set. It is easy
to prove the resulting ordered basis {e1, · · · , en} is s-perfect.

4.3 Duality and strongly criticality

Let D be a filtered E-(ϕ,N)-module, with F a refinement on D.
Let D∗ the filtered E-(ϕ,N)-module that is the dual of D. Let F̌ be the

refinement on D∗ such that

F̌iD
∗ := (Fn−iD)⊥ = {y ∈ D∗ : 〈y, x〉 = 0 for all x ∈ Fn−iD} .

We call F̌ the dual refinement of F .

Proposition 4.13. If s is critical for F and t = tF(s), then n+ 1− t is critical for
F̌ and n+ 1− s = tF̌(n+ 1− t).

Proof. By Lemma 4.4 we only need to prove that

NF̌n−s ∩ F̌n+1−t = NF̌n−s ∩ F̌n−t (4.1)

and
NF̌n+1−s ∩ F̌n+1−t ) NF̌n+1−s ∩ F̌n−t. (4.2)

For (4.1) we have

NF̌n−s ∩ F̌n+1−t = {N(y∗) : y∗ ∈ F̌n−s, 〈N(y∗), x〉 = 0 ∀ x ∈ Ft−1}
= {N(y∗) : y∗ ∈ F̌n−s, 〈y∗, N(x)〉 = 0 ∀ x ∈ Ft−1}
= N((Fs +NFt−1)

⊥)

and
NF̌n−s ∩ F̌n−t = N((Fs +NFt)

⊥).

Then (4.1) follows from the relation Fs +NFt−1 = Fs +NFt.
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For (4.2) we have

(NF̌n+1−s)
⊥ = {x ∈ D : 〈N(y∗), x〉 = 0 ∀ y ∈ F̌n+1−s}

= {x ∈ D : 〈y∗, N(x)〉 = 0 ∀ y ∈ F̌n+1−s}
= {x ∈ D : N(x) ∈ Fs−1}.

Thus
NF̌n+1−s ∩ F̌n+1−t = ({x ∈ D : N(x) ∈ Fs−1}+ Ft−1)

⊥

and
NF̌n+1−s ∩ F̌n−t = ({x ∈ D : N(x) ∈ Fs−1}+ Ft)

⊥.

But {x ∈ D : N(x) ∈ Fs−1}+ Ft ) {x ∈ D : N(x) ∈ Fs−1}+ Ft−1. Indeed,

({x ∈ D : N(x) ∈ Fs−1}+ Ft)/({x ∈ D : N(x) ∈ Fs−1}+ Ft−1)
∼= Ft/(Ft−1 + {x ∈ Ft : N(x) ∈ Fs−1}) = Ft/Ft−1.

Thus (4.2) follows.

If L ⊂ M are submodules of D, then M⊥ ⊂ L⊥. The pairing 〈·, ·〉 : L⊥ ×M
induces a non-degenerate pairing on L⊥/M⊥×M/L, so that we can identify L⊥/M⊥

with the dual of M/L naturally. In particular, grF̌i D
∗ is naturally isomorphic to the

dual of grFn+1−iD. Thus grF̌• D
∗ is naturally isomorphic to the dual of grF• D.

Proposition 4.14. NF̌ is dual to −NF .

Proof. By Proposition 4.13, NF(gr
F
t D) = grFs D if and only if NF̌ (gr

F̌
n+1−sD

∗) =

grF̌n+1−tD
∗. We choose a perfect basis {e1, · · · en} for F such that N(et) = es. Then

{ei + Fi−1D : i = 1, · · · , n} is a basis of grF• D, and its dual basis is {e∗i + F̌n−iD :
i = 1, · · · , n}.

Note that NF(et + Ft−1D) = es + Fs−1D. What we need to show is that
NF̌(e

∗
s + F̌n−sD

∗) = −e∗t + F̌n−tD
∗. For this we only need to prove that Ne∗s + e∗t is

in F̌n−tD
∗ +NF̌n−sD

∗. We have

(F̌n−tD
∗ +NF̌n−sD

∗)⊥ = (F̌n−tD
∗)⊥ ∩ (NF̌n−sD

∗)⊥

= FtD ∩ {x ∈ D : N(x) ∈ FsD}
= {x ∈ FtD : N(x) ∈ FsD}.

For any x ∈ FtD such that N(x) ∈ FsD, we can write x in the form x = aet + y
with y ∈ Ft−1D. Then 〈e∗t , y〉 = 0. As N(y) ∈ FsD ∩NFt−1D = Fs−1D ∩NFt−1D,
we have 〈e∗s, N(y)〉 = 0. Hence

〈Ne∗s + e∗t , x〉 = 〈e∗s,−N(aet + y)〉+ 〈e∗t , aet + y〉 = 0,

as expected.
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Let {e1, · · · , en} be a perfect basis for F , and let {e∗1, · · · , e∗n} be the dual basis
of {e1, · · · , en}. Then {e∗n, · · · , e∗1} is perfect for F̌ .

Proposition 4.15. (a) s is strongly critical for F if and only if n + 1 − tF(s) is
strongly critical for F̌ .

(b) If s is strongly critical for F , then {e1, · · · , en} is s-perfect for F if and only
if {e∗n, · · · e∗s+1,−e∗s, e∗s−1, · · · , e∗1} is (n+ 1− tF(s))-perfect for F̌ .

Proof. Assume that s is strongly critical for F , t = tF (s) and {e1, · · · , en} is s-perfect
for F . Let ēi (s ≤ i ≤ t) be the image of ei in FtD/Fs−1D, and put L =

⊕
s<i<tEēi.

By the definition of s-perfect bases, Eēs
⊕

L
⊕

Eēt is a perfect s-decomposition.
Similarly, let ē∗i (s ≤ i ≤ t) be the image of e∗i in F̌n+1−sD

∗/F̌n−tD
∗. Note

that F̌n+1−sD
∗/F̌n−tD

∗ is naturally isomorphic to the dual of FtD/Fs−1D. Put
Ľ =

⊕
s<i<tEē

∗
i . Then Ľ = (Eēs ⊕ Eēt)

⊥ and L = (Eē∗t ⊕ Eē∗s)
⊥. Note that

Eē∗t ⊕ Eē∗s is isomorphic to the dual of the quotient of FtD/FsD by L, and the
quotient of F̌n+1−sD

∗/F̌n−tD
∗ by Ľ is isomorphic to the dual of Ees ⊕ Eet. Hence

Eēt ⊕ Ľ⊕ Eēs is an (n+ 1− tF(s))-perfect decomposition for F̌ . This proves (a).
For i < s, write N(e∗i ) =

∑n
j=i+1 λi,je

∗
j . Then

λi,t = 〈N(e∗i ), et〉 = 〈e∗i ,−N(et)〉 = 〈e∗i ,−es〉 = 0.

Write N(−e∗s) =
∑n

j=t λs,je
∗
j . Then

λs,j = 〈N(−e∗s), ej〉 = 〈e∗s, N(ej)〉 =
{

1 if j = t,
0 if j > t.

Thus N(−e∗s) = e∗t . This proves (b).

5 Galois cohomology of V ∗ ⊗E V

5.1 A lemma

Let L be an element in E. Let D be a filtered E-(ϕ,N)-module D = Ef1⊕Ef2⊕Ef3
with

ϕ(f1) = p−1f1, ϕ(f2) = f2, ϕ(f3) = f3,

N(f1) = 0, N(f2) = −f1, N(f3) = f1,

Fil0D = E(f2 − Lf1)⊕ E(f3 + Lf1).
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Let πi be the projection map

Xst(D) → Bst,E,

3∑

j=1

ajfj 7→ aj.

Lemma 5.1. Let c : GQp
→ Xst(D) be a 1-cocycle whose class in H1(Xst(D)) belongs

to ker(H1(Xst(D)) → H1(XdR(D))). Then there exist γ2,1, γ2,2, γ3,1, γ3,2 ∈ E such
that π2(c) = γ2,1ψ1 + γ2,2ψ2 and π3(c) = γ3,1ψ1 + γ3,2ψ2. Furthermore, γ2,1 − γ3,1 =
L(γ2,2 − γ3,2).

The proof of Lemma 5.1 needs the Tate duality pairing H1(Qp)×H1(Qp(1)) →
H2(Qp(1)). We give a precise description of it following [12, §4.1].

Let v ∈ B
ϕ=p
cris be such that v/tcyc ∈ B

ϕ=1
cris and 1/tcyc have the same image in

BdR/B
+
dR. Let u be the element ofBst such that u ∈ Fil1BdR, ϕ(u) = pu, N(u) = −1,

and σ(u) − u ∈ Qp tcyc. Then σ 7→ σ(u) − u and σ 7→ σ(v) − v form an E-basis of
H1(E(1)). Let (b1, b2) ∈ E × E denote the 1-cocycle σ 7→ (σ − 1)(b1u + b2v). The
E-representation corresponding to (1, ℓ) is attached to the filtered E-(ϕ,N)-module
(Dℓ = Ee⊕Ef, ϕ,N,Fil) with

ϕ(e) = p−1e, ϕ(f) = f, N(e) = 0, N(f) = e

and

FiljDℓ =





Dℓ if j ≤ −1,
E · (f + ℓe) if j = 0,
0 if j ≥ 1.

Let H1(E)×H1(E(1)) → E be the pairing induced by the Tate duality pairing

H1(Qp)×H1(Qp(1)) → H2(Qp(1))

and the isomorphism H2(Qp(1)) ∼= Qp from local class field theory. Then precisely
we have

< a1ψ1 + a2ψ2, (b1, b2) >= −a1b1 + a2b2.

Proof of Lemma 5.1. Write cσ = λ1,σf1 + λ2,σf2 + λ3,σf3. As c takes values in
Xst(D), we have λ2,σ, λ3,σ ∈ E, λ1,σ ∈ U1,1, and N(λ1,σ) = λ3,σ − λ2,σ. This ensures
the existence of γ2,1, γ2,2, γ3,1, γ3,2.

To show that γ2,1 − γ3,1 = L(γ2,2 − γ3,2), we define a new filtration Fil on D by

Fili(D) =





D if i ≤ −1,
E(f2 − Lf1)⊕ E(f3 + Lf1) if i = 0,
0 if i ≥ 1.
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Then Fil ≈ Fil and (D,F il) is admissible. Let W be the semistable representation
of GQp

attached to DW = (D,F il).
As Fil ≈ Fil, by proposition 2.5, [c] is in the kernel of H1(Xst(DW )) →

H1(XdR(DW )). By the exact sequence

H1(W ) // H1(Xst(DW )) // H1(XdR(DW ))

there exists a 1-cocycle c(1) : GQp
→ W such that the image of [c(1)] by H1(W ) →

H1(Xst(DW )) is [c].
Observe that the filtered E-(ϕ,N)-submodule of DW generated by f1 (resp. by

f2 + f3) is admissible and thus comes from an E-subrepresentation of W , denoted
by W0 (resp. W ′). Let W1 be the quotient of W by W ′, πW,W1 the map W → W1.
Then W0 injects to W1. The image of W0 in W1 is again denoted by W0 by abuse of
notation. The quotients of W and W1 by W0 are denoted by T and T1 respectively.
Then we have the following commutative diagram

0 //W0
//W //

πW,W1

��

T //

��

0

0 //W0
//W1

// T1 // 0,

(5.1)

where the horizontal lines are exact.
We compute the image of [c(1)] by the map H1(W ) → H1(T ). Note that the

action of GQp
on T is trivial. So we may identify T with DT , the filtered E-(ϕ,N)-

module attached to T . We consider the commutative diagram

H1(W )

��

// H1(Xst(DW ))

��

// H1(XdR(DW ))

��

H1(T ) // H1(Xst(DT )) // H1(XdR(DT ))

where the horizontal lines are exact. As the image of [c(1)] in H1(Xst(DW )) is [c],
the image of [c(1)] in H1(Xst(DT )) by the map H1(W ) → H1(T ) → H1(Xst(DT ))
coincides with the class of the 1-cocyle σ 7→ λ2,σf̄2 + λ3,σf̄3, where f̄2 and f̄3 are
the images of f2 and f3 in DT respectively. As H1(T ) → H1(Xst(DT )) is an
isomorphism by Remark 2.8, the image of [c] in H1(T ) coincides with the class
of σ 7→ λ2,σf̄2 + λ3,σf̄3, where {f̄2, f̄3} is considered as an E-basis of T .

Write c(2) for the 1-cocycle

GQp

c(1)−−→W → T → T1.
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As T1 is the quotient of T by E(f̄2 + f̄3) we have

[c(2)] = [(λ2 − λ3)
¯̄f2] = [

(
(γ2,1 − γ3,1)ψ1 + (γ2,2 − γ3,2)ψ2

)
¯̄f2]

where ¯̄f2 is the image of f̄2 in T1.
From the diagram (5.1) we obtain the following commutative diagram

H1(W ) //

πW,W1

��

H1(T ) //

��

H2(W0)

H1(W1) // H1(T1) // H2(W0),

where the horizontal lines are exact. Note that T1 is isomorphic to E, and W0 is
isomorphic to E(1). Being the image of [πW,W1(c

(1))] in H1(T1), [c
(2)] lies in the kernel

of H1(T1) → H2(W0). As an extension of E by E(1), W1 corresponds to the element
(1,L) ∈ H1(E(1)). So the map H1(T1) → H2(W0) = E is given by

(aψ1 + bψ2)
¯̄f2 7→ (aψ + bψ2) ∪ (1,L) = −a + b L.

This implies that γ2,1 − γ3,1 = L(γ2,2 − γ3,2).

5.2 1-cocycles with values in V ∗ ⊗E V and L-invariants
LetD be a (not necessarily admissible) filtered E-(ϕ,N)-module with a refinement F .
Suppose that ϕ is semisimple onD. Let α1, · · · , αn be the ordering of eigenvalues of ϕ
and let k1, · · · , kn be the ordering of Hodge weights fixed by F . Let s ∈ {1, · · · , n−1}
be strongly critical for F and t = tF (s). Let {e1, · · · , en} be an s-perfect basis for
F .

LetD∗ be the filtered E-(ϕ,N)-module that is the dual ofD, {e∗1, · · · , e∗n} the dual
basis of {e1, · · · , en}. Let F̌ be the dual refinement of F . By Proposition 4.15, n+1−t
is strongly critical for F̌ , tF̌ (n+1−t) = n+1−s, and {e∗n, · · · e∗s+1,−e∗s, e∗s−1, · · · , e∗1}
is (n+ 1− t)-perfect for F̌ .

As {e1, · · · , en} is s-perfect for F ,

(
⊕

i<s

Eei)
⊕

Ees
⊕

Eet

is stable by ϕ and N , and let D1 denote this filtered E-(ϕ,N)-submodule of D;

(
⊕

i<s

Eei)
⊕

(
⊕

s<i<t

Eei)
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is also stable by ϕ and N , and let D2 be the quotient of D by this filtered E-(ϕ,N)-
submodule. Similarly, as {e∗n, · · · e∗s+1,−e∗s, e∗s−1, · · · , e∗1} is (n + 1 − t)-perfect for
F̌ ,

(
⊕

j>t

Ee∗j )
⊕

(
⊕

t>j>s

Ee∗j)

is stable by ϕ and N . The quotient of D∗ by this filtered E-(ϕ,N)-submodule is
naturally isomorphic to the dual of D1, so we write D∗

1 for this quotient.
Put I = {s} ∪ {i ∈ Z : t ≤ i ≤ n} and J = {t} ∪ {j ∈ Z : 1 ≤ j ≤ s}. By

abuse of notations, let ei (i ∈ I) denote its image in D2; similarly let e∗j (j ∈ J)

denote its image in D∗
1. Let D be filtered E-(ϕ,N)-module D∗

1 ⊗E D2. The image
of e∗j ⊗ ei ∈ D∗ ⊗E D (i ∈ I, j ∈ J) in D will be denoted by e∗j ⊗ ei again since this
makes no confusion.

For e⊗ e∗ ∈ D1 ⊗E D
∗

2 = D∗, let πe⊗e∗ be the GQp
-equivariant map

Xst(D) → Bst,E x 7→< e⊗ e∗, x > .

We write πj,i (i ∈ I, j ∈ J) for πej⊗e∗i
. Then πj,i is induced from the (GQp

-equivariant)
projection map

Bst,E ⊗E D → Bst,E,
∑

h∈J

∑

ℓ∈I

bh,ℓe
∗
h ⊗ eℓ 7→ bj,i.

The morphism πj,i (i ∈ I, j ∈ J) induces a morphism H1(Xst(D)) → H1(Bst,E)
again denoted by πj,i.

Let µs be the minimal integer such thatNµs+1(e∗s⊗es) = 0. We define µt similarly.
By Lemma 2.1 (b) the image of πs,s is in Uµs,0 and the image of πt,t is in Uµt,0.

Theorem 5.2. Let c : GQp
→ Xst(D) be a 1-cocycle.

(a) If πj,s([c]) = 0 for any j < s and if πs,i([c]) = 0 for any i ≥ t, then there exist
xs ∈ Uµs,0 and γs,1, γs,2 ∈ E such that

πs,s(cσ) = γs,1ψ1(σ) + γs,2ψ2(σ) + (σ − 1)xs.

(b) If πj,t([c]) = 0 for any j ≤ s and if πt,i([c]) = 0 for any i > t, then there exist
xt ∈ Uµt,0 and γt,1, γt,2 ∈ E such that

πt,t(cσ) = γt,1ψ1(σ) + γt,2ψ2(σ) + (σ − 1)xt.
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(c) If the conditions in (a) and (b) hold, and if [c] belongs to ker(H1(Xst(D)) →
H1(XdR(D))), then

γs,1 − γt,1 = LF ,s(γs,2 − γt,2),

where LF ,s is the L-invariant defined in Definition 4.8.

Proof. By Remark 4.11 if i < t, then < Ne∗s , ei >= − < e∗s, Nei >= 0. So Ne∗s
is an E-linear combination of e∗i (i ≥ t). On the other hand, Nes is an E-linear
combination of ej (j < s). Thus N(es ⊗ e∗s) is an E-linear combination of ej ⊗ e∗s
(j < s) and es⊗ e∗i (i ≥ t). By Lemma 2.1 (a), N ◦πs,s is an E-linear combination of
πs,i (i ≥ t) and πj,s (j < s). If the condition in (a) holds, then π̃s,s([c]) ∈ H1(Uµs,0)

is contained in ker(H1(Uµs,0)
N−→ H1(Bst,E)).

Similarly, N(et⊗e∗t ) is an E-linear combination of ej⊗e∗t (j ≤ s) and et⊗e∗i (i > t).
So N ◦πt,t is an E-linear combination of πj,t (j ∈ J) and πt,i (i > t). If the condition

in (b) holds, then π̃t,t([c]) ∈ H1(Uµt,0) is contained in ker(H1(Uµt,0)
N−→ H1(Bst,E)).

Now (a) and (b) follow from Proposition 1.3 and the fact that H1(E) is generated
by ψ1 and ψ2.

Next we prove (c).
Let D0 be the filtered E-(ϕ,N)-submodule of D generated by e∗t ⊗ es, e

∗
s ⊗ es

and e∗t ⊗ et, and let D1 be the filtered E-(ϕ,N)-submodule of D generated by D0

and e∗s ⊗ et. As s is strongly critical for F , there exist integers k′s and k′t satisfying
ks ≤ k′s < k′t ≤ kt such that the filtration of the filtered E-(ϕ,N)-submodule of
D/Fs−1D spanned by es and et is given by

Fili =





Ees ⊕ Eet if i ≤ ks,
E(et + LF ,ses) if ks < i ≤ k′t,
0 if i > k′t,

and the filtration of the filtered E-(ϕ,N)-submodule of D2 spanned by es and et is
given by

Fili =





Ees ⊕ Eet if i ≤ k′s,
E(et + LF ,ses) if k′s < i ≤ kt,
0 if i > kt.

The dual of the former coincides with the filtered E-(ϕ,N)-submodule of D∗
1 spanned

by e∗s and e∗t , with the filtration given by

Fili =





Ee∗s ⊕ Ee∗t if i ≤ −k′t
E(e∗s − LF ,se

∗
t ) if − k′t < i ≤ −ks

0 if i > −ks.
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Therefore,

Fil0(D1) = Ee∗t ⊗ (et +LF ,ses)⊕E(e∗s −LF ,se
∗
t )⊗ es ⊕E(e∗s −LF ,se

∗
t )⊗ (et +LF ,ses)

and
Fil0(D0) = E(e∗t ⊗ et + LF ,se

∗
t ⊗ es)⊕E(e∗s ⊗ es − LF ,se

∗
t ⊗ es).

We will construct a 1-cocycle c′ : GQp
→ Xst(D0) with [c′] ∈ ker(H1(Xst(D0)) →

H1(XdR(D0))) such that π̃s,s([c
′]) = π̃s,s([c]) and π̃t,t([c

′]) = π̃t,t([c]).
As c takes values in Xst(D), we have ϕ(cσ) = cσ and N(cσ) = 0. From ϕ(cσ) = cσ

we obtain
ϕ(πj,i(cσ)) = α−1

i αjπj,i(cσ)

for any i ∈ I and j ∈ J . In particular, we have

ϕ(πs,s(cσ)) = πs,s(cσ), ϕ(πt,t(cσ)) = πt,t(cσ), ϕ(πt,s(cσ)) = p πt,s(cσ). (5.2)

By Lemma 2.1 if

N(ej ⊗ e∗i ) =
∑

(i′,j′)∈I×J

λj′,i′ej′ ⊗ e∗i′,

then
N(πj,i(cσ)) =

∑

(i′,j′)∈I×J

λj′,i′πj′,i′(cσ).

Since N(et ⊗ e∗s) = es ⊗ e∗s − et ⊗ e∗t , we have

N(πt,s(cσ)) = πs,s(cσ)− πt,t(cσ). (5.3)

By Lemma 1.2 there exists some y ∈ B
ϕ=p
st,E such that N(y) = xs − xt. As ϕ

commutes with GQp
, we have σ(y) ∈ B

ϕ=p
st,E for any σ ∈ GQp

. Let c′ be the 1-cocycle
with values in Bst,E ⊗E D0 defined by

c′ : σ 7→ (πt,s(cσ)− (σ − 1)y)e∗t ⊗ es

+(πs,s(cσ)− (σ − 1)xs)e
∗
s ⊗ es + (πt,t(cσ)− (σ − 1)xt)e

∗
t ⊗ et.

We show that c′ takes values inXst(D0). What we need to check is that ϕ(c′σ) = c′σ
and N(c′σ) = 0. By (a), (b) and the definition of c′σ we have

πs,s(c
′
σ), πt,t(c

′
σ) ∈ E ⊂ B

ϕ=1,N=0
st,E . (5.4)

By (5.2), πt,s(cσ) is in B
ϕ=p
st,E . From this and the fact (σ − 1)y ∈ B

ϕ=p
st,E we get

πt,s(c
′
σ) ∈ B

ϕ=p
st,E . (5.5)
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From (5.3) and the fact N(y) = xs − xt we obtain

N(πt,s(c
′
σ)) = πs,s(c

′
σ)− πt,t(c

′
σ). (5.6)

Equalities (5.4), (5.5) and (5.6) ensure that ϕ(c′σ) = c′σ and N(c′σ) = 0 for any
σ ∈ GQp

.
From the definition of c′ we see that π̃s,s([c

′]) = π̃s,s([c]) and π̃t,t([c
′]) = π̃t,t([c]).

By Lemma 5.1 to finish our proof we only need to show that the image of [c′] in
H1(XdR(D0)) is zero.

By Lemma 2.2 there exist ai1,i2 ∈ E (i1, i2 ∈ I, i1 > i2) such that fi :=
ei +

∑
i′∈I,i′<i ai,i′ei′ (i ∈ I) form an E-basis of D2 compatible with the filtration

on D2. Similarly, there exist bj1,j2 ∈ E (j1, j2 ∈ J , j1 < j2) such that gj :=
e∗j +

∑
j′∈J,j′>j bj,j′e

∗
j′ (j ∈ J) form an E-basis of D∗

1 compatible with the filtration.
Then {gj ⊗ fi : i ∈ I, j ∈ J} is an E-basis of D compatible with the filtration. Note
that at,s = −bs,t = LF ,s and

fs = es, ft = et + LF ,ses, gt = e∗t , gs = e∗s − LF ,se
∗
t .

As a consequence, {gt ⊗ fs, gs ⊗ fs, gt ⊗ ft} is an E-basis of D0 compatible with the
filtration.

Conversely, there are ãi1,i2 (i1, i2 ∈ I, i1 > i2) and b̃j1,j2 (j1, j2 ∈ J , j1 < j2) in
E such that ei = fi +

∑
i′∈I,i′<i ãi,i′fi′ and e∗j = gj +

∑
j′∈J,j′>j b̃j,j′gj′. Note that

−ãt,s = b̃s,t = LF ,s.
Expressing c in terms of the basis {gj ⊗ fi : i ∈ I, j ∈ J} we obtain

c =
∑

i′∈I,j′∈J

(πj′,i′(c) +
∑

i>i′

ãi,i′πj′,i(c) +
∑

j<j′

b̃j,j′πj,i′(c) +
∑

i>i′,j<j′

ãi,i′ b̃j,j′πj,i(c))gj′ ⊗ fi′.

In particular, the coefficient of gt ⊗ fs is

πt,s(c) +
∑

i≥t

ãi,sπt,i(c) +
∑

j≤s

b̃j,tπj,s(c) +
∑

i≥t,j≤s

ãi,sb̃j,tπj,i(c). (5.7)

As the image of [c] in H1(BdR,E ⊗E D/Fil0(BdR,E ⊗E D)) is zero, the image of the

1-cocycle (5.7) in H1(BdR,E/Fil
k′t−k′sBdR,E) is zero. As the images of πt,i(c) (i > t),

πj,s(c) (j < s) and πj,i(c) (i ≥ t, j ≤ s) in H1(Bst,E) are zero, their images in

H1(BdR,E/Fil
k′t−k′sBdR,E) are also zero. This implies that the image of the 1-cocycle

πt,s(c) + ãt,sπt,t(c) + b̃s,tπs,s(c)
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in H1(BdR,E/Fil
k′t−k′sBdR,E) is zero, and so is the image of the 1-cocycle

πt,s(c
′) + ãt,sπt,t(c

′) + b̃s,tπs,s(c
′).

Now

c′ = (πt,s(c
′) + ãt,sπt,t(c

′) + b̃s,tπs,s(c
′))gt ⊗ fs + πs,s(c

′)gs ⊗ fs + πt,t(c
′)gt ⊗ ft.

Since gs⊗fs, gt⊗ft ∈ Fil0D0, the image of [c′] in H1(BdR,E⊗ED0/Fil
0(BdR,E⊗E D0))

is zero if and only if the image of the 1-cocycle πt,s(c
′) + ãt,sπt,t(c

′) + b̃s,tπs,s(c
′) in

H1(BdR,E/Fil
k′t−k′sBdR,E) is zero, which is observed above.

Now let V be a semistable E-representation of GQp
, D the associated filtered

E-(ϕ,N)-module. Suppose that ϕ is semisimple on D and let F be a refinement on
D. Assume that s ∈ {1, · · · , n − 1} is strongly critical for F , and t = tF(s). Let
{e1, · · · , en} be an s-perfect basis for F .

The composition of V ∗ ⊗E V → Xst(D
∗ ⊗E D) and

πj,i : Bst,E ⊗E D → Bst,E,
n∑

h=1

n∑

ℓ=1

bh,ℓe
∗
h ⊗ eℓ 7→ bj,i,

is again denoted by πj,i, which is GQp
-equivariant.

Corollary 5.3. Let c : GQp
→ V ∗ ⊗E V be a 1-cocycle. If πj,i([c]) = 0 when j < i,

then there are xs, xt ∈ B
ϕ=1
st,E , and γs,1, γs,2, γt,1, γt,2 ∈ E such that

πs,s(cσ) = γs,1ψ1(σ) + γs,2ψ2(σ) + (σ − 1)xs

and
πt,t(cσ) = γt,1ψ1(σ) + γt,2ψ2(σ) + (σ − 1)xt.

Furthermore γs,1 − γt,1 = LF ,s(γs,2 − γt,2).

Proof. We form the quotient D of D∗ ⊗E D as at the beginning of this subsection.
Then we have the following commutative diagram

H1(V ∗ ⊗E V ) // H1(Xst(D
∗ ⊗E D)) //

��

H1(XdR(D
∗ ⊗E D))

��

H1(Xst(D)) // H1(XdR(D))

where the upper horizontal line is exact, which implies that the image of [c] in
H1(Xst(D)) belongs to ker(H1(Xst(D)) → H1(XdR(D))). Hence the assertion fol-
lows from Theorem 5.2.
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6 Projection vanishing property

We will attach to any infinitesimal deformation of a representation of GQp
i.e. an S-

representation of GQp
a 1-cocycle, and show that, when the S-representation admits

a triangulation and the residue representation is semistable, the corresponding 1-
cocycle has the projection vanishing property. Here, S = E[Z]/(Z2).

Let V be an S-representation of GQp
, M = Drig(V). Suppose that M admits a

triangulation Fil•. Let (δ1, · · · , δn) be the corresponding triangulation data.
Let z be the closed point defined by the maximal ideal (Z) of S. Suppose that Vz,

the evaluation of V at z, is semistable, and let Dz be the filtered E-(ϕ,N)-module
attached to Vz. Suppose that ϕ is semisimple on Dz. Let F be the refinement of Dz

corresponding to the induced triangulation of Mz. Let {e1,z, · · · , en,z} be an ordered
basis of Dz perfect for F . Write ϕ(ei,z) = αi,zei,z.

For i = 1, · · · , n there exists a continuous additive character ǫi of Q
×
p with values

in E such that δi = δi,z(1+Zǫi). By identifying Γ with Z×
p via χcyc we consider ǫi|Z×

p

as a character of Γ or a character of GQp
that factors through Γ, denoted by ǫ′i.

Fix an S-basis {v1, · · · , vn} of V, and write the matrix of σ ∈ GQp
for this basis,

Bσ, in the form
Bσ = (In + ZUσ)Aσ (6.1)

with Aσ ∈ GLn(E) and Uσ ∈ Mn(E). Then {v1,z, · · · , vn,z} is an E-basis of Vz, and
Aσ is the matrix of σ for this basis. For any σ ∈ GQp

put

cσ =
∑

i,j

(Uσ)ijv
∗
j,z ⊗ vi,z.

Lemma 6.1. σ 7→ cσ is a 1-cocycle of GQp
with values in V∗

z ⊗E Vz.

Proof. From (6.1) we obtain Uστ = Uσ + AσUτA
−1
σ . In other words, for any i, j ∈

{1, · · · , n},
(Uστ )ij = (Uσ)ij +

∑

h,ℓ

(Aσ)ih(Uτ )hℓ(A
−1
σ )ℓj.
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Hence

cστ =
∑

i,j

(Uστ )ijv
∗
j,z ⊗ vi,z

=
∑

i,j

(
(Uσ)ij +

∑

h,ℓ

(Aσ)ih(Uτ )hℓ(A
−1
σ )ℓj

)
v∗j,z ⊗ vi,z

=
∑

i,j

(Uσ)ijv
∗
j,z ⊗ vi,z +

∑

hℓ

(Uτ )hℓ

(∑

j

(A−1
σ )ℓjv

∗
j,z

)
⊗

(∑

i

(Aσ)ihvi,z

)

= cσ +
∑

hℓ

(Uτ )hℓ(v
∗
ℓ,z)

σ ⊗ (vh,z)
σ

= cσ + cστ ,

as desired.

Let xij ∈ Bst,E (i, j = 1, · · · , n) be such that

ej,z = x1jv1,z + · · ·+ xnjvn,z. (6.2)

Then X = (xij) is in GLn(Bst,E). As e1,z, · · · , en,z are fixed by GQp
, we have

X−1Aσσ(X) = In for all σ ∈ GQp
. For j = 1, · · · , n put ej = x1jv1 + · · · + xnjvn.

Then {e1, · · · , en} is a basis of Bst,E ⊗E V over Bst,E ⊗E S. (Note that Bst,E⊗̂ES =
Bst,E ⊗E S and Bst,E⊗̂EV = Bst,E ⊗E V.)

Lemma 6.2. For i = 1, · · · , n we have ϕ(ei) = αi,zei.

Proof. As v1,z, · · · , vn,z are fixed by ϕ, from ϕ(ej,z) = αj,zej,z (i = 1, · · · , n) we obtain
ϕ(xij) = αj,zxij for any j. Thus ϕ(ej) =

∑
i

ϕ(xij)vi =
∑
i

αj,zxijvi = αj,zej .

The matrix of σ for the basis {e1, · · · , en} is

X−1Bσσ(X) = In + ZX−1UσX.

A simple computation shows that

cσ =
∑

i,j

(X−1UσX)ije
∗
j,z ⊗ ei,z.

Let πhℓ be the projection

Bst,E ⊗E (Vz ⊗E V∗
z ) → Bst,E,

∑

j,i

bije
∗
j,z ⊗ ei,z 7→ bhℓ. (6.3)
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Lemma 6.3. Let δ′i be the character 1 + Zǫ′i. Then for h = 1, · · · , n there is an
element in

[B
ϕ=

∏h
i=1(αi,z(1+Zǫi(p)))

cris,E ⊗E (∧hV)(δ′1
−1 · · · δ′h

−1
)]GQp

denoted by g1,··· ,h, whose image in Bst,E ⊗E ∧hVz is exactly e1,z ∧ · · · ∧ eh,z.

Proof. Put fi = wδi . By Proposition 3.2 we have αi,z = δi,z(p)p
fi,z and δi,z(x) = xfi,z

for any x ∈ Z×
p .

For i = 1, · · · , n let mi be a nonzero element in FiliM such that

ϕ(mi) ≡ δi(p)mi mod Fili−1M

and
γ(mi) ≡ δi(χcyc(γ))mi mod Fili−1M

for any γ ∈ Γ. Then m1 ∧ · · · ∧mh is a nonzero element in

(∧hM)
ϕ=(δ1···δh)(p),Γ=(δ1···δh)|Z×

p .

Considered as an element in (∧hM)(δ′1
−1 · · · δ′h−1)[ 1

tcyc
], t

f1,z+···+fh,z
cyc m1∧· · ·∧mh is in

[(∧hM)(δ′1
−1 · · · δ′h

−1
)[

1

tcyc
]]ϕ=

∏h
i=1(αi,z(1+Zǫi(p))),Γ=1

= Dcris((∧hV)(δ′1
−1 · · · δ′h

−1
))ϕ=

∏h
i=1(αi,z(1+Zǫi(p)))

= [B
ϕ=

∏h
i=1(αi,z(1+Zǫi(p)))

cris,E ⊗E (∧hV)(δ′1
−1 · · · δ′h

−1
)]GQp ,

where the first equality follows from [3, Proposition 3.7] and the second is obvious.
Let B

†
log,Qp

be the ring used in [3]. As the refinement corresponding to Fil•,z is
F , we have

[(B†
log,Qp

⊗Qp
E)[

1

tcyc
]⊗RE

(Fili,zMz)]
Γ=1 = FiDz.

Since the image of t
fi,z
cycmi,z in RE(δi)[

1
tcyc

] is fixed by Γ, we have

ei,z ≡ tfi,zcycmi,z mod (B†
log,Qp

⊗Qp
E)[

1

tcyc
]⊗RE

Fili−1,zMz

up to a nonzero scalar. This implies that t
f1,z+···+fh,z
cyc m1 ∧ · · · ∧mh mod Z coincides

with e1,z ∧ · · · ∧ eh,z up to a nonzero scalar.

Theorem 6.4. (a) For any pair of integers (h, ℓ) such that h < ℓ we have
πhℓ([c]) = 0.
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(b) For any h = 1, · · · , n, πh,h([c]) coincides with the image of [ǫ′h] in H
1(Bst,E).

We consider (a) as the projection vanishing property.

Proof. Let g1,··· ,h be as in Lemma 6.3. Write

g1,··· ,h = e1 ∧ · · · ∧ eh + Z
∑

J

λJeJ , (6.4)

where λJ ∈ Bst,E and J runs over all subsets of {1, · · · , n} with cardinal number h.
Here, if J = {j1 < · · · < jh}, then eJ = ej1 ∧ · · · ∧ ejh.

As the matrix of σ ∈ GQp
for the basis {e1, · · · , en} is In + ZX−1UσX , we have

σ(ei) = ei +

n∑

j=1

Z(X−1UσX)jiej .

Hence

g1,··· ,h = σ(g1,··· ,h) = [1− Zǫ′1(σ)− · · · − Zǫ′h(σ)]

×
[(
e1 + Z

n∑

j=1

(X−1UσX)j1ej

)
∧ · · ·

∧
(
eh + Z

n∑

j=1

(X−1UσX)jhej

)
+ Z

∑

J

σ(λJ)eJ

]
.

For any ℓ = h+1, · · · , n, comparing the coefficient of e1 ∧ · · · ∧ eh−1 ∧ eℓ in the right
hand side of the above equality and the right hand side of (6.4), we obtain

λ1,··· ,h−1,ℓ = σ(λ1,··· ,h−1,ℓ) + (X−1UσX)ℓh,

which proves (a).
Similarly, comparing the coefficients of e1 ∧ · · · ∧ eh in the above two expressions

for g1,··· ,h we obtain

λ1,··· ,h = σ(λ1,··· ,h) +
h∑

i=1

(X−1UσX)ii −
h∑

i=1

ǫ′i(σ).

Thus we have

(X−1UσX)hh − ǫ′h(σ) = (σ − 1)(λ1,··· ,h−1 − λ1,··· ,h), (6.5)

which implies (b).
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Corollary 6.5. For h = 1, · · · , n, there exist γh,1, γh,2 ∈ E and ξh ∈ B
ϕ=1
st,E such that

for any σ ∈ GQp
,

(X−1UσX)hh = γh,1ψ1(σ) + γh,2ψ2(σ) + (σ − 1)ξh.

Proof. By Theorem 6.4 (a), πj,h([c]) (j < h) and πh,i([c]) (i > h) are zero. Repeating
the argument in the proof of Theorem 5.2 (a) (b) yields our assertion.

As ψ2 is an E-basis of Homcont(Γ, E), the E-vector space of continuous homo-
morphisms from Γ to E, there exists ǫh,2 ∈ E such that ǫ′h = ǫh,2ψ2.

Lemma 6.6. We have γh,1 = −ǫh(p) and γh,2 = ǫh,2.

Proof. We keep to use notations in the proof of Theorem 6.4. By (6.5) and Corollary
6.5 we have

(σ − 1)(λ1,··· ,h − λ1,··· ,h−1) = ǫh,2ψ2(σ)− (X−1UσX)hh

= −γh,1ψ1(σ) + (ǫh,2 − γh,2)ψ2(σ)− (σ − 1)ξh,

with the convention that λ1,··· ,h−1 = 0 when h = 1. Note that there exists ω ∈ W(Fp)
such that ϕ(ω)−ω = 1, where W(Fp) is the ring of Witt vectors with coefficients in
the algebraic closure of Fp. Then (σ − 1)ω = ψ1(σ). Hence

(ǫh,2 − γh,2)ψ2(σ) = (σ − 1)(λ1,··· ,h − λ1,··· ,h−1 + ξh + γh,1ω).

As the extension of Qp by Qp corresponding to ψ2 is not Hodge-Tate, we have
γh,2 = ǫh,2 and λ1,··· ,h − λ1,··· ,h−1 + ξh + γh,1ω ∈ E. Then

(ϕ− 1)(λ1,··· ,h − λ1,··· ,h−1) = −(ϕ− 1)ξh − γh,1(ϕ− 1)ω = −γh,1. (6.6)

Note that ⊕IZeI , where I runs over subsets of {1, · · · , n} with cardinal number
h except {1, · · · , h}, is stable by ϕ. Let Y denote this subspace. Then we have

ϕ(g1,··· ,h) = (1 + Zϕ(λ1,··· ,h))(
h∏

i=1

αi,z)e1 ∧ · · · ∧ eh (mod Y ).

On the other hand,

ϕ(g1,··· ,h) = (1 + Z
h∑

i=1

ǫi(p))(
h∏

i=1

αi,z)g1,··· ,h

= (1 + Z

h∑

i=1

ǫi(p))(

h∏

i=1

αi,z)(1 + Zλ1,··· ,h)e1 ∧ · · · ∧ eh (mod Y ).

37



Hence we obtain

(ϕ− 1)λ1,··· ,h =

h∑

i=1

ǫi(p). (6.7)

By (6.6) and (6.7) we have

γh,1 = −(ϕ− 1)(λ1,··· ,h − λ1,··· ,h−1) = −ǫh(p),

as wanted.

7 Proof of the main theorem

Let S be an affinoid algebra over E. Let V be a trianguline S-representation of GQp
,

M = Drig(V). Fix a triangulation of M and let (δ1, · · · , δn) be the corresponding
triangulation data.

We restate our main theorem as follows.

Theorem 7.1. Let z be a closed point of S such that Vz is semistable. Let Dz be the
filtered E-(ϕ,N)-module attached to Vz, and suppose that ϕ is semisimple on Dz. Let
F be the refinement of Dz corresponding to the triangulation of Mz. If s is strongly
critical for F and t = tF (s), then

dδt(p)

δt(p)
− dδs(p)

δs(p)
+ LF ,s(dwδt − dwδs)

is zero at z. Here, LF ,s is the invariant defined in Definition 4.8.

Since we only need the first order derivation, we may assume that S = E[Z]/Z2

and z corresponds to the maximal ideal (Z).
For i = 1, · · · , n there exists a continuous additive character ǫi of Q

×
p with values

in E such that δi = δi,z(1+Zǫi). By identifying Γ with Z×
p via χcyc we consider ǫi|Z×

p

as a character of GQp
that factors through Γ. Then there exists ǫi,2 ∈ E such that

ǫi|Z×

p
= ǫi,2ψ2. Clearly wδi = wδi,z + Zǫi,2. Thus

dδi(p)

δi(p)
= ǫi(p)dZ, dwδi = ǫi,2dZ.

Hence Theorem 7.1 comes from the following

Proposition 7.2. ǫt(p)− ǫs(p) + LF ,s(ǫt,2 − ǫs,2) = 0.
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Proof. Let c be the 1-cocycle attached to the infinitesimal deformation V of Vz. Fix
an s-perfect basis for F , and let πhℓ (h, ℓ ∈ {1, · · · , n}) be the maps defined by (6.3)
using this basis. By Corollary 6.5 and Lemma 6.6 there are ξs, ξt ∈ B

ϕ=1
st,E such that

πs,s(cσ) = −ǫs(p)ψ1(σ) + ǫs,2ψ2(σ) + (σ − 1)ξs

and
πt,t(cσ) = −ǫt(p)ψ1(σ) + ǫt,2ψ2(σ) + (σ − 1)ξt.

By Theorem 6.4 (a) we have πhℓ([c]) = 0 when h < ℓ. Thus it follows from Corollary
5.3 that ǫt(p)− ǫs(p) = LF ,s(ǫs,2 − ǫt,2).
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59-111.

[18] J.-M. Fontaine, Représentaions p-adiques semi-stables. Astérisque, No. 223
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