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#### Abstract

The construction of the $p$-adic local Langlands correspondence for $\mathrm{GL}_{2}\left(\mathbf{Q}_{p}\right)$ uses in an essential way Fontaine's theory of cyclotomic ( $\varphi, \Gamma$ )-modules. Here $c y$ clotomic means that $\Gamma=\operatorname{Gal}\left(\mathbf{Q}_{p}\left(\mu_{p} \infty\right) / \mathbf{Q}_{p}\right)$ is the Galois group of the cyclotomic extension of $\mathbf{Q}_{p}$. In order to generalize the $p$-adic local Langlands correspondence to $\mathrm{GL}_{2}(L)$, where $L$ is a finite extension of $\mathbf{Q}_{p}$, it seems necessary to have at our disposal a theory of Lubin-Tate ( $\varphi, \Gamma$ )-modules. Such a generalization has been carried out to some extent, by working over the $p$-adic open unit disk, endowed with the action of the endomorphisms of a Lubin-Tate group. The main idea of our article is to carry out a Lubin-Tate generalization of the theory of cyclotomic $(\varphi, \Gamma)$-modules in a different fashion. Instead of the $p$-adic open unit disk, we work over a character variety, that parameterizes the locally $L$-analytic characters on $o_{L}$. We study $(\varphi, \Gamma)$-modules in this setting, and relate some of them to what was known previously.


[^0]
## Introduction

The construction of the $p$-adic local Langlands correspondence for $\mathrm{GL}_{2}\left(\mathbf{Q}_{p}\right)$ (see [Bre10], [Col10], and [Ber11]) uses in an essential way Fontaine's theory [Fon90] of cyclotomic $(\varphi, \Gamma)$-modules. Here cyclotomic means that $\Gamma=\operatorname{Gal}\left(\mathbf{Q}_{p}\left(\mu_{p \infty}\right) / \mathbf{Q}_{p}\right)$ is the Galois group of the cyclotomic extension of $\mathbf{Q}_{p}$. These $(\varphi, \Gamma)$-modules are modules over various rings of power series (denoted by $\mathscr{E}, \mathscr{E}^{\dagger}$, and $\mathscr{R}$ ) that are constructed, by localizing and completing, from the ring $\mathbf{Q}_{p} \otimes_{\mathbf{z}_{p}} \mathbf{Z}_{p}[[X]]$ of bounded functions on the $p$-adic open unit disk $\mathfrak{B}$. The Frobenius map $\varphi$ and the action of $\Gamma$ on these rings come from the action of the multiplicative monoid $\mathbf{Z}_{p} \backslash\{0\}$ on $\mathfrak{B}$. The relevance of these objects comes from the following theorem (which combines results from $\left[\right.$ Fon90], $[\mathbf{C C} 98]$, and $[$ Ked05] $)$. Let $G_{\mathbf{Q}_{p}}=\operatorname{Gal}\left(\overline{\mathbf{Q}}_{p} / \mathbf{Q}_{p}\right)$.

Theorem. There is an equivalence of categories between the category of p-adic representations of $G_{\mathbf{Q}_{p}}$ and the categories of étale $(\varphi, \Gamma)$-modules over either $\mathscr{E}, \mathscr{E}^{\dagger}$, or $\mathscr{R}$.

In order to generalize the $p$-adic local Langlands correspondence to $\mathrm{GL}_{2}(L)$, where $L$ is a finite extension of $\mathbf{Q}_{p}$, it seems necessary to have at our disposal a theory of Lubin-Tate $(\varphi, \Gamma)$-modules, where Lubin-Tate means that $\Gamma$ is now the Galois group of the field generated over $L$ by the torsion points of a Lubin-Tate group $L T$ attached to a uniformizer of $L$. Such a generalization has been carried out to some extent (see [Fon90], [KR09], [FX13], [Ber16] and [Col16]). The resulting $(\varphi, \Gamma)$-modules are modules over rings $\mathscr{E}_{L}(\mathfrak{B}), \mathscr{E}_{L}^{\dagger}(\mathfrak{B})$, and $\mathscr{R}_{L}(\mathfrak{B})$ that are constructed from the ring of bounded analytic functions on the rigid analytic open unit disk $\mathfrak{B}_{/ L}$ over $L$, with an $o_{L} \backslash\{0\}$-action given by the endomorphisms of $L T$. If $M$ is a $(\varphi, \Gamma)$-module over $\mathscr{R}_{L}(\mathfrak{B})$, the action of $\Gamma$ is differentiable, and we say that $M$ is $L$-analytic if the derived action of $\operatorname{Lie}(\Gamma)$ is $L$-bilinear. We can also define the notion of an $L$-analytic representation of $G_{L}=\operatorname{Gal}\left(\overline{\mathbf{Q}}_{p} / L\right)$. In this setting, the following results are known (see [KR09] for (i) and [Ber16] for (ii)).

Theorem. (i) There is an equivalence of categories between the category of $L$-linear continuous representations of $G_{L}$ and the category of étale $(\varphi, \Gamma)$-modules over $\mathscr{E}_{L}(\mathfrak{B})$.
(ii) There is an equivalence of categories between the category of L-linear $L$ analytic representations of $G_{L}$ and the category of étale L-analytic $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{B})$.

The main idea of our article is to carry out a Lubin-Tate generalization of the theory of cyclotomic $(\varphi, \Gamma)$-modules in a different fashion. The open unit disk $\mathfrak{B} / \mathbf{Q}_{p}$, with its $\mathbf{Z}_{p} \backslash\{0\}$-action, is naturally isomorphic to the space of locally $\mathbf{Q}_{p}$-analytic characters on $\mathbf{Z}_{p}$. Indeed, if $K$ is an extension of $\mathbf{Q}_{p}$, a point $z \in \mathfrak{B}(K)$ corresponds to the character $\kappa_{z}: a \mapsto(1+z)^{a}$ and all $K$-valued continuous characters are of
this form. In the Lubin-Tate setting, there exists ([ST01]) a rigid analytic group variety $\mathfrak{X}$ over $L$, whose closed points in an extension $K / L$ parameterize locally $L$-analytic characters $o_{L} \rightarrow K^{\times}$. The $\operatorname{ring} \mathcal{O}_{L}^{b}(\mathfrak{X})$ of bounded analytic functions on $\mathfrak{X}$ is endowed with an action of the multiplicative monoid $o_{L} \backslash\{0\}$, and can also be localized and completed. This way we get new analogs $\mathscr{E}_{L}(\mathfrak{X}), \mathscr{E}_{L}^{\dagger}(\mathfrak{X})$, and $\mathscr{R}_{L}(\mathfrak{X})$ of the rings on which the cyclotomic $(\varphi, \Gamma)$-modules are defined, and a corresponding theory of $(\varphi, \Gamma)$-modules.

Note that the varieties $\mathfrak{B}_{/ L}$ and $\mathfrak{X}$ are quite different. For instance, the ring $\mathcal{O}_{L}(\mathfrak{B})$ of rigid analytic functions on $\mathfrak{B} / L$ is isomorphic to the ring of power series in one variable with coefficients in $L$ converging on $\mathfrak{B}\left(\mathbf{C}_{p}\right)$, and is hence a Bezout ring (it is the same for an ideal of $\mathcal{O}_{L}(\mathfrak{B})$ to be closed, finitely generated, or principal). If $L \neq \mathbf{Q}_{p}$, then in the ring $\mathcal{O}_{L}(\mathfrak{X})$ there is a finitely generated ideal that is not principal. It is still true, however, that $\mathcal{O}_{L}(\mathfrak{X})$ is a Prüfer ring (it is the same for an ideal of $\mathcal{O}_{L}(\mathfrak{X})$ to be closed, finitely generated, or invertible). The beginning of our paper is therefore devoted to establishing geometric properties of $\mathfrak{X}$, and the corresponding properties of $\mathscr{E}_{L}(\mathfrak{X}), \mathscr{E}_{L}^{\dagger}(\mathfrak{X})$, and $\mathscr{R}_{L}(\mathfrak{X})$.

Although the varieties $\mathfrak{B}_{/ L}$ and $\mathfrak{X}$ are not isomorphic, they become isomorphic over $\mathbf{C}_{p}$. This gives rise to an isomorphism $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$ (and likewise for $\mathscr{E}$ and $\mathscr{E}^{\dagger}$; the subscript $-\mathbf{C}_{p}$ denotes the extension of scalars from $L$ to $\mathbf{C}_{p}$ ). In addition, there is an action of $G_{L}$ on those rings and $\mathscr{R}_{L}(\mathfrak{B})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})^{G_{L}}$. There is also a "twisted" action of $G_{L}$ and $\mathscr{R}_{L}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{L}, *}$. These isomorphisms make it possible to compare the theories of $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{B})$ and $\mathscr{R}_{L}(\mathfrak{X})$, by extending scalars to $\mathbf{C}_{p}$ and descending. We construct two functors $M \mapsto M_{\mathfrak{X}}$ and $N \mapsto N_{\mathfrak{B}}$ from the category of $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{B})$ to the category of $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$ and vice versa.

Theorem A. The functors $M \mapsto M_{\mathfrak{X}}$ and $N \mapsto N_{\mathfrak{B}}$ from the category of $L$ analytic $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{B})$ to the category of L-analytic $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$ and vice versa, are mutually inverse and give rise to equivalences of categories.

Theorem B. The functors $M \mapsto M_{\mathfrak{X}}$ and $N \mapsto N_{\mathfrak{B}}$ preserve degrees, and give equivalences of categories between the categories of étale objects on both sides. There is an equivalence of categories between the category of L-linear L-analytic representations of $G_{L}$ and the category of étale L-analytic $(\varphi, \Gamma)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$.

One way of constructing cyclotomic $(\varphi, \Gamma)$-modules over $\mathscr{R}$ is to start from a filtered $\varphi$-module $D$, and to perform a modification of $\mathscr{R} \otimes_{\mathbf{Q}_{p}} D$ according to the filtration on $D$ (see [Ber08]). The generalization of this construction to $\mathscr{R}_{L}(\mathfrak{B})$ has been done in $[\mathbf{K R 0 9}]$ and $\left[\mathbf{K i s 0 6 ]}\right.$ : They attach to every filtered $\varphi_{L}$-module $D$ over $L$ a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $\mathcal{M}_{\mathfrak{B}}(D)$ over $\mathcal{O}_{L}(\mathfrak{B})$ (we can then extend scalars to $\left.\mathscr{R}_{L}(\mathfrak{B})\right)$. We carry out the corresponding construction over $\mathcal{O}_{L}(\mathfrak{X})$, and show the following.

Theorem C. (i) The functor $D \mapsto \mathcal{M}_{\mathfrak{X}}(D)$ provides an equivalence of categories between the category of filtered $\varphi_{L}$-modules over $L$ and the category (defined in 3.39) $\operatorname{Mod}_{\neq \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$ of $\left(\varphi_{L}, \Gamma_{L}\right)$-modules $M$ over $\mathcal{O}_{L}(\mathfrak{X})$.
(ii) The functors $D \mapsto \mathscr{R}_{L}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}(\mathfrak{B})} \mathcal{M}_{\mathfrak{B}}(D)$ and $D \mapsto \mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}_{\mathfrak{X}}(D)$ are compatible with the equivalence of categories of Theorem $A$.

Working over $\mathfrak{X}$ instead of $\mathfrak{B}$ has several advantages. For example, the $o_{L} \backslash\{0\}$ action on $\mathfrak{B}$ depends on LT, and therefore on the choice of a uniformizer of $o_{L}$. The $o_{L} \backslash\{0\}$-action on $\mathfrak{X}$, however, is canonical and does not depend on any choice.

In addition, there is a natural $o_{L} \backslash\{0\}$-equivariant embedding $o_{L}\left[\left[o_{L}\right]\right] \rightarrow \mathcal{O}_{L}(\mathfrak{X})$. The $\left(\varphi_{L}, \Gamma_{L}\right)$-modules resulting from our constructions can therefore be used to construct some representations of the Borel subgroup of $\mathrm{GL}_{2}(L)$, by analogy with [Col10]. In particular, the constructions of [Col16], which are carried out at the level of $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$, can be descended canonically from $\mathbf{C}_{p}$ to $L$.

## Notations and preliminaries

Let $\mathbf{Q}_{p} \subseteq L \subseteq K \subseteq \mathbf{C}_{p}$ be fields with $L / \mathbf{Q}_{p}$ finite Galois and $K$ complete. Let $d:=\left[L: \mathbf{Q}_{p}\right], o_{L}$ the ring of integers of $L$, and $\pi_{L} \in o_{L}$ a fixed prime element. Let $q$ be the cardinality of $k_{L}:=o_{L} / \pi_{L}$ and let $e$ be the ramification index of $L$. We always use the absolute value $\left|\mid\right.$ on $\mathbf{C}_{p}$ which is normalized by $| p \mid=p^{-1}$.

For any locally $L$-analytic manifold $M$ we let $M_{0}$ denote $M$ but viewed as a locally $\mathbf{Q}_{p}$-analytic manifold.

For any rigid analytic variety $\mathfrak{Y}$ over $L$, let $\mathcal{O}_{K}(\mathfrak{Y})$ denote the ring of $K$-valued global holomorphic functions on $\mathfrak{Y}$. Suppose that $\mathfrak{Y}$ is reduced. Then a function $f \in \mathcal{O}_{K}(\mathfrak{Y})$ is called bounded if there is a real constant $C>0$ such that $|f(y)|<C$ for any rigid point $y \in \mathfrak{Y}\left(\mathbf{C}_{p}\right)$.

Remark. Let $A$ be an affinoid algebra over $K$ whose base extension $A_{\mathbf{C}_{p}}:=$ $A \widehat{\otimes}_{K} \mathbf{C}_{p}$ is a reduced affinoid algebra over $\mathbf{C}_{p}$. Then $A$ is reduced as well, and the corresponding supremum norms $\left\|\|_{\text {sup }, K}\right.$ on $A$ and $\| \|_{\text {sup }, \mathbf{C}_{p}}$ on $A_{\mathbf{C}_{p}}$ are characterized as being the only power-multiplicative complete algebra norms on $A$ and $A_{\mathbf{C}_{p}}$, respectively ([BGR84] Lemma 3.8.3/3 and Thm. 6.2.4/1). It follows that $\left\|\left\|\left._{\text {sup }, \mathbf{C}_{p}}\right|_{A}=\right\|\right\|_{\text {sup }, K}$.

On the subring

$$
\mathcal{O}_{K}^{b}(\mathfrak{Y}):=\left\{f \in \mathcal{O}_{K}(\mathfrak{Y}): f \text { is bounded }\right\}
$$

we have the supremum norm

$$
\|f\|_{\mathfrak{Y}}=\sup _{y \in \mathfrak{Y}\left(\mathbf{C}_{p}\right)}|f(y)| .
$$

One checks that $\left(\mathcal{O}_{K}^{b}(\mathfrak{Y}),\| \|_{\mathfrak{Y}}\right)$ is a Banach $K$-algebra.

## CHAPTER 1

## Lubin-Tate Theory and the Character Variety

In this chapter, we recall the definition of the character variety $\mathfrak{X}$, which comes from $p$-adic Fourier theory, and we prove some properties of the ring of functions on $\mathfrak{X}$. We start with some general statements about the ring of functions on certain curves, then recall what we need from $p$-adic Fourier theory, and finally study the action of $o_{L} \backslash\{0\}$ on $\mathcal{O}_{K}(\mathfrak{X})$.

### 1.1. Global functions on a one dimensional smooth quasi-Stein space

Let $\mathfrak{Y}$ be a rigid analytic variety over $K$ which is smooth, one dimensional, and quasi-Stein. In this section we will establish the basic ring theoretic properties of the ring $\mathcal{O}_{K}(\mathfrak{Y})$. For simplicity we always will assume that $\mathfrak{Y}$ is connected in the sense that $\mathcal{O}_{K}(\mathfrak{Y})$ is an integral domain. We recall that the quasi-Stein property means that $\mathfrak{Y}$ has an admissible covering $\mathfrak{Y}=\bigcup_{n} \mathfrak{Y}_{n}$ by an increasing sequence $\mathfrak{Y}_{1} \subseteq \ldots \subseteq \mathfrak{Y}_{n} \subseteq \ldots$ of affinoid subdomains such that the restriction maps $\mathcal{O}_{K}\left(\mathfrak{Y}_{n+1}\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right)$, for any $n \geq 1$, have dense image.

An effective divisor on $\mathfrak{Y}$ is a function $\Delta: \mathfrak{Y} \longrightarrow \mathbf{Z}_{\geq 0}$ such that, for any affinoid subdomain $\mathfrak{Z} \subseteq \mathfrak{Y}$, the set $\{x \in \mathfrak{Z}: \Delta(x)>0\}$ is finite. The support $\operatorname{supp}(\Delta):=\{x \in \mathfrak{Y}: \Delta(x)>0\}$ of a divisor is always a countable subset of $\mathfrak{Y}$. The set of effective divisors is partially ordered by $\Delta \leq \Delta^{\prime}$ if and only if $\Delta(x) \leq \Delta^{\prime}(x)$ for any $x \in \mathfrak{Y}$.

For simplicity let $\mathcal{O}$ denote the structure sheaf of the rigid variety $\mathfrak{Y}$ and $\mathcal{O}_{x}$ its stalk in a point $x \in \mathfrak{Y}$ with maximal ideal $\mathfrak{m}_{x}$. Since $\mathfrak{Y}$ is smooth and onedimensional every $\mathcal{O}_{x}$ is a discrete valuation ring. For any element $0 \neq f \in \mathcal{O}_{K}(\mathfrak{Y})$ we define the function $\operatorname{div}(f): \mathcal{O}_{K}(\mathfrak{Y}) \longrightarrow \mathbf{Z}_{\geq 0}$ by $\operatorname{div}(f)(x)=n$ if and only if the germ of $f$ in $x$ is contained in $\mathfrak{m}_{x}^{n} \backslash \mathfrak{m}_{x}^{n+1}$.

Lemma 1.1. The function $\operatorname{div}(f)$ is a divisor.
Proof. Let $\operatorname{Sp}(A) \subseteq \mathfrak{Y}$ be any connected affinoid subdomain. Then $\operatorname{Sp}(A)$ is smooth and one dimensional. Hence the affinoid algebra $A$ is a Dedekind domain. But in a Dedekind domain any nonzero element is contained in at most finitely many maximal ideals.

For any effective divisor $\Delta$, we have the ideal

$$
I_{\Delta}:=\left\{f \in \mathcal{O}_{K}(\mathfrak{Y}) \backslash\{0\}: \operatorname{div}(f) \geq \Delta\right\} \cup\{0\} \text { in } \mathcal{O}_{K}(\mathfrak{Y})
$$

It also follows that for any nonzero ideal $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ we have the effective divisor $\Delta(I)(x):=\min _{0 \neq f \in I} \operatorname{div}(f)(x)$.

Being the projective limit $\mathcal{O}_{K}(\mathfrak{Y})=\lim _{n} \mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right)$ of the Banach algebras $\mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right)$, the ring $\mathcal{O}_{K}(\mathfrak{Y})$ has a natural structure of a $K$-Fréchet algebra (which is independent of the choice of the covering $\left.\left(\mathfrak{Y}_{n}\right)_{n}\right)$. In fact, $\mathcal{O}_{K}(\mathfrak{Y})$ is a Fréchet-Stein
algebra in the sense of [ST03]. Any closed ideal $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ is the space of global sections of a unique coherent ideal sheaf $\widetilde{I} \subseteq \mathcal{O}$. Let $\widetilde{I}_{x} \subseteq \mathcal{O}_{x}$ denote the stalk of $\widetilde{I}$ in the point $x$.

Lemma 1.2. For any closed ideal $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ and any point $x \in \mathfrak{Y}$ the map $I \longrightarrow \widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$ induced by passing to the germ in $x$ is surjective, continuous, and open, if we equip the finite dimensional $K$-vector space $\widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$ with its unique Hausdorff vector space topology.

Proof. Let $\operatorname{Sp}(A)=\mathfrak{Y}_{n} \subseteq \mathfrak{Y}$ be such that it contains the point $x$, and let $\mathfrak{m} \subseteq A$ be the maximal ideal of functions vanishing in $x$. By [BGR84] Prop. 7.3.2/3 we have $A I / \mathfrak{m} A I=\widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$. The continuity of the map in question follows since the restriction map $I \longrightarrow A I$ is continuous and any ideal in the Banach algebra $A$ is closed ([BGR84] Prop. 6.1.1/3). Moreover, Theorem A for the quasi-Stein space $\mathfrak{Y}$ says that the map $I \longrightarrow A I$ has dense image (cf. [ST03] Thm. in $\S 3$, Cor. 3.1, and Remark 3.2) which implies the asserted surjectivity. The openness then follows from the uniqueness of the Hausdorff topology on a finite dimensional vector space.

Lemma 1.3. Let $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ be any nonzero closed ideal and let $Z \subseteq \mathfrak{Y}$ be any countable subset disjoint from $\operatorname{supp}(\Delta(I))$; then there exists a function $f \in I$ such that

$$
\operatorname{div}(f)(x)= \begin{cases}\Delta(I)(x) & \text { if } x \in \operatorname{supp}(\Delta(I)) \\ 0 & \text { if } x \in Z\end{cases}
$$

Proof. It follows from Lemma 1.2 that $V(x):=I \backslash \mathfrak{m}_{x} \widetilde{I}_{x}$, for any point $x \in \mathfrak{Y}$, is an open subset of $I$. It is even dense in $I$ : On the one hand, the complement $I \backslash \overline{V(x)}$ of its closure, being contained in $\mathfrak{m}_{x} \widetilde{I}_{x}$, projects into the subset $\{0\} \subseteq$ $\widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$. On the other hand, by Lemma 1.2, the image of the open set $I \backslash \overline{V(x)}$ is open in $\widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$. But $I$ being nonzero the vector space $\widetilde{I}_{x} / \mathfrak{m}_{x} \widetilde{I}_{x}$ is one dimensional so that the subset $\{0\}$ is not open. Hence we must have $\overline{V(x)}=I$.

The topology of $I$ being complete and metrizable, the Baire category theorem implies that, for any countable number of points $x$ the intersection of the corresponding $V(x)$ still is dense in $I$ and, in particular, is nonempty. Since $V(x)=\{f \in I: \operatorname{div}(f)(x)=\Delta(I)(x)\}$, any $f \in \bigcap_{x \in \operatorname{supp}(\Delta(I)) \cup Z} V(x)$ satisfies the assertion.

Proposition 1.4. The map $\Delta \longmapsto I_{\Delta}$ is an order reversing bijection between the set of all effective divisors on $\mathfrak{Y}$ and the set of all nonzero closed ideals in $\mathcal{O}_{K}(\mathfrak{Y})$. The inverse is given by $I \longmapsto \Delta(I)$.

Proof. The map $I \longmapsto \widetilde{I}$ is a bijection between the set of all nonzero closed ideals and the set of all nonzero coherent ideal sheaves in $\mathcal{O}$. Let $\mathfrak{Y}_{n}=\operatorname{Sp}\left(A_{n}\right)$. Then a coherent ideal sheaf $\mathcal{I}$ is the same as a sequence $\left(I_{n}\right)_{n \geq 1}$ where $I_{n}$ is an ideal in $A_{n}$ such that $I_{n+1} A_{n}=I_{n}$ for any $n \geq 1$ the bijection being given by $\mathcal{I} \longmapsto\left(\mathcal{I}\left(\operatorname{Sp}\left(A_{n}\right)\right)_{n}\right.$. On the other hand, an effective divisor on $\mathfrak{Y}$ is the same as a sequence $\left(\Delta_{n}\right)_{n \geq 1}$ where $\Delta_{n}$ is an effective divisor supported on $\operatorname{Sp}\left(A_{n}\right)$ such that $\Delta_{n+1} \mid \operatorname{Sp}\left(A_{n}\right)=\Delta_{n}$ for any $n \geq 1$. Since $I_{\Delta}=\varliminf_{n} I_{\Delta \mid \operatorname{Sp}\left(A_{n}\right)}$ this reduces the asserted bijection to the case of the affinoid varieties $\operatorname{Sp}\left(A_{n}\right)$. But each $A_{n}$ is a Dedekind ring for which the bijection between nonzero ideals and effective divisors
is well known. The description of the inverse bijection follows from Lemma 1.2 which implies that

$$
\min _{0 \neq f \in I} \operatorname{div}(f)(x)=\min _{0 \neq f \in A_{n} I} \operatorname{div}(f)(x),
$$

provided $x \in \operatorname{Sp}\left(A_{n}\right)$.
Lemma 1.5. Any finitely generated submodule of a finitely generated and free $\mathcal{O}_{K}(\mathfrak{Y})$-module is closed.

Proof. Note that any finitely generated free $\mathcal{O}_{K}(\mathfrak{Y})$-module carries the product topology which is easily seen to be independent of the choice of a basis. Our assertion is a general fact about Fréchet-Stein algebras (cf. [ST03] Cor. 3.4.iv and Lemma 3.6).

Proposition 1.6. An ideal $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ is closed if and only it is finitely generated.

Proof. If $I$ is finitely generated then it is closed by the previous Lemma 1.5. Suppose therefore that $I$ is closed. We apply Lemma 1.3 twice, first to obtain a function $f \in I$ such that $\operatorname{div}(f)=\Delta(I)+\Delta_{1}$ with $\operatorname{supp}(\Delta(I)) \cap \operatorname{supp}\left(\Delta_{1}\right)=\emptyset$ and then to obtain another function $g \in I$ such that $\operatorname{div}(g)=\Delta(I)+\Delta_{2}$ with $\left(\operatorname{supp}(\Delta(I)) \cup \operatorname{supp}\left(\Delta_{1}\right)\right) \cap \operatorname{supp}\left(\Delta_{2}\right)=\emptyset$. By the first part of the assertion the ideal $(f, g)$ is closed. Its divisor, by construction, must be equal to $\Delta(I)$. It follows that $I=(f, g)$.

Proposition 1.7. A nonzero ideal $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ is closed if and only it is invertible.

Proof. In any ring invertible ideals are finitely generated. Hence $I$ is closed if it is invertible by Prop. 1.6. Now assume that $I \neq 0$ is closed. Again by 1.6 we have $I=\left(g_{1}, \ldots, g_{m}\right)$ for appropriate functions $g_{i}$. Fix any nonzero function $f \in I$. Then $\operatorname{div}(f)-\Delta(I)$ is an effective divisor and the closed ideal $J:=I_{\operatorname{div}(f)-\Delta(I)}$ is defined. Then $I J=\sum_{i} g_{i} J$. Using once more 1.6 we see that $J$ and therefore all the ideals $g_{i} J$ as well as $\sum_{i} g_{i} J$ are finitely generated and hence closed. We have $\Delta\left(g_{i} J\right)=\operatorname{div}(f)-\Delta(I)+\operatorname{div}\left(g_{i}\right)$, and we conclude that

$$
\begin{aligned}
\Delta\left(\sum_{i} g_{i} J\right) & =\min _{i} \Delta\left(g_{i} J\right)=\min _{i}\left(\operatorname{div}(f)-\Delta(I)+\operatorname{div}\left(g_{i}\right)\right) \\
& =\operatorname{div}(f)-\Delta(I)+\min _{i} \operatorname{div}\left(g_{i}\right)=\operatorname{div}(f)-\Delta(I)+\Delta(I) \\
& =\operatorname{div}(f)
\end{aligned}
$$

This implies $I J=(f)$ and then $I\left(f^{-1} J\right)=(1)$ which shows that $I$ is invertible.
Corollary 1.8. The ring $\mathcal{O}_{K}(\mathfrak{Y})$ is a Prüfer domain. In particular, we have:
a) $\mathcal{O}_{K}(\mathfrak{Y})$ is a coherent ring;
b) an $\mathcal{O}_{K}(\mathfrak{Y})$-module is flat if and only if it is torsionfree;
c) any finitely generated torsionfree $\mathcal{O}_{K}(\mathfrak{Y})$-module is projective;
d) any finitely generated projective $\mathcal{O}_{K}(\mathfrak{Y})$-module is isomorphic to a direct sum of (finitely generated) ideals.

Proof. See [FS01] Thm. III.1.1 for the main assertion, Example IV.2.2 for a), Thm. VI.9.10 for b), and Thm. V.2.7 for c) and d). The assertion d) can also be found in [CE99] Prop. I.6.1.

Lemma 1.9. Any closed submodule of a finitely generated projective $\mathcal{O}_{K}(\mathfrak{Y})$ module is finitely generated projective.

Proof. Because of Lemma 1.5 we may assume that $P$ is a closed submodule of some free module $\mathcal{O}_{K}(\mathfrak{Y})^{m}$. We now prove the assertion by induction with respect to $m$. For $m=1$ this is Prop. 1.6 and Cor. 1.8. In general we consider the exact sequence

$$
0 \longrightarrow P \cap \mathcal{O}_{K}(\mathfrak{Y})^{m-1} \longrightarrow P \xrightarrow{\mathrm{pr}_{m}} \mathcal{O}_{K}(\mathfrak{Y})
$$

By the induction hypothesis the left term is finitely generated projective. On the other hand, by [ST03] Cor. 3.4.ii and Lemma 3.6 the image of $\mathrm{pr}_{m}$ is closed and therefore finitely generated projective as well (by the case $m=1$ ).

In fact, $\mathcal{O}_{K}(\mathfrak{Y})$ is a Prüfer domain of a special kind. We recall that a Prüfer domain $R$ is called a $1 \frac{1}{2}$ generator Prüfer domain if for any nonzero finitely generated ideal $I$ of $R$ and any $0 \neq f \in I$, there exists another element $g \in I$ such that $f$ and $g$ generate $I$.

Proposition 1.10. The ring $\mathcal{O}_{K}(\mathfrak{Y})$ is a $1 \frac{1}{2}$ generator Prüfer domain.
Proof. Let $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ be an arbitrary nonzero finitely generated ideal and $0 \neq f \in I$ be any element. Our assertion, by definition, amounts to the claim that there exists another element $g \in I$ such that $f$ and $g$ generate $I$.

As before, let $\widetilde{I} \subseteq \mathcal{O}$ be the coherent ideal sheaf corresponding to $I$. By Thm. B we have $(\mathcal{O} / \widetilde{I})(\mathfrak{Y})=\mathcal{O}_{K}(\mathfrak{Y}) / I$. According to [BGR84] Prop. 9.5.3/3 the quotient sheaf $\mathcal{O} / \widetilde{I}$ is (the direct image of) the structure sheaf of a (in general nonreduced) structure of a rigid analytic variety on the analytic subset $\operatorname{supp}(\Delta(I))$ of $\mathfrak{Y}$. But topologically, $\operatorname{supp}(\Delta(I))$ is a discrete set. We deduce that

$$
\mathcal{O}_{K}(\mathfrak{Y}) / I=(\mathcal{O} / \widetilde{I})(\mathfrak{Y})=\prod_{x \in \mathfrak{Y}} \mathcal{O}_{x} / \mathfrak{m}_{x}^{\Delta(I)(x)}
$$

We now repeat the corresponding observation for the principal ideal $J:=f \mathcal{O}_{K}(\mathfrak{Y})$. By comparing the two computations we obtain

$$
I / f \mathcal{O}_{K}(\mathfrak{Y})=\prod_{x \in \mathfrak{Y})} \mathfrak{m}_{x}^{\Delta(I)(x)} / \mathfrak{m}_{x}^{\operatorname{div}(f)(x)} \subseteq \prod_{x \in \mathfrak{Y}} \mathcal{O}_{x} / \mathfrak{m}_{x}^{\operatorname{div}(f)(x)}=\mathcal{O}_{K}(\mathfrak{Y}) / f \mathcal{O}_{K}(\mathfrak{Y})
$$

This shows that for $g$, we may take any function in $I$ whose germ generates the space $\mathfrak{m}_{x}^{\Delta(I)(x)} / \mathfrak{m}_{x}^{\operatorname{div}(f)(x)}$ for any $x \in \mathcal{O}_{K}(\mathfrak{Y})$.

Corollary 1.11.
i. If $I \subseteq \mathcal{O}_{K}(\mathfrak{Y})$ is any nonzero finitely generated ideal, then in the factor ring $\mathcal{O}_{K}(\mathfrak{Y}) / I$ every finitely generated ideal is principal.
ii. For any two nonzero finitely generated ideals $I$ and $J$ in $\mathcal{O}_{K}(\mathfrak{Y})$ we have an isomorphism of $\mathcal{O}_{K}(\mathfrak{Y})$-modules $I \oplus J \cong \mathcal{O}_{K}(\mathfrak{Y}) \oplus I J$.
Proof. i. This is immediate from the $1 \frac{1}{2}$ generator property. ii. Because of i. this is $[\mathbf{K a p} 52]$ Thm. 2(a).

We also recall the following facts about coherent modules on a quasi-Stein space, which will be used, sometimes implicitly, over and over again.

FACT 1.12. If $\mathfrak{M}$ is a coherent $\mathcal{O}$-module sheaf on $\mathfrak{Y}$ and $M:=\mathfrak{M}(\mathfrak{Y})$, then:
i. For any open affinoid subvariety $\mathfrak{Z} \subseteq \mathfrak{Y}$ we have $\mathfrak{M}(\mathfrak{Z})=\mathcal{O}(\mathfrak{Z}) \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M$;
ii. for any point $x \in \mathfrak{Y}$ the stalk of $\mathfrak{M}$ in $x$ is $\mathfrak{M}_{x}=\mathcal{O}_{x} \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M$;
iii. $\mathfrak{M}=0$ if and only if $M=0$ if and only if $\mathfrak{M}_{x}=0$ for any point $x$;
iv. if $M$ is a finitely generated projective $\mathcal{O}_{K}(\mathfrak{Y})$-module then

$$
\mathfrak{M}(\mathfrak{Z})=\mathcal{O}(\mathfrak{Z}) \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M
$$

for any admissible open subvariety $\mathfrak{Z} \subseteq \mathfrak{Y}$.
Proof. i. By the quasi-Stein property the claim holds true for any $\mathfrak{Z}=\mathfrak{Y}_{n}$ (cf. [ST03] Cor. 3.1). A general open affinoid $\mathfrak{Z}$ is contained in some $\mathfrak{Y}_{n}$, and we have

$$
\begin{aligned}
\mathfrak{M}(\mathfrak{Z}) & =\mathcal{O}(\mathfrak{Z}) \otimes_{\mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right)} \mathfrak{M}\left(\mathfrak{Y}_{n}\right) \\
& =\mathcal{O}(\mathfrak{Z}) \otimes_{\mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right)}\left(\mathcal{O}_{K}\left(\mathfrak{Y}_{n}\right) \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M\right) \\
& =\mathcal{O}(\mathfrak{Z}) \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M
\end{aligned}
$$

(using [BGR84] Prop. 9.4.2/1 for the first identity). ii. This follows immediately from i. by passing to the direct limit. iii. Use [BGR84] Cor. 9.4.2/7. iv. Choose admissible affinoid coverings $\mathfrak{Z}=\bigcup_{i} \mathfrak{Z}_{i}$ and $\mathfrak{Z}_{i} \cap \mathfrak{Z}_{j}=\bigcup_{\ell} \mathfrak{Z}_{i, j, \ell}$. The sheaf axiom gives the upper exact sequence


Since the tensor product by a finitely generated projective module is exact and commutes with arbitrary direct products the lower sequence is exact as well. The middle and the right arrow are bijective by i. So the first arrow must be bijective as well.

Proposition 1.13. The global section functor $\mathfrak{M} \longmapsto \mathfrak{M}(\mathfrak{Y})$ induces an equivalence of categories between the category of locally free coherent $\mathcal{O}$-module sheaves on $\mathfrak{Y}$ and the category of finitely generated projective $\mathcal{O}_{K}(\mathfrak{Y})$-modules.

Proof. This is a special case of [Gru68] Thm. V. 1 and subsequent Remark.

### 1.2. The variety $\mathfrak{X}$ and the ring $\mathcal{O}_{K}(\mathfrak{X})$

Let $G:=o_{L}$ denote the additive group $o_{L}$ viewed as a locally $L$-analytic group. The group of $K$-valued locally analytic characters of $G$ is denoted by $\widehat{G}(K)$.

We have the bijection

$$
\begin{align*}
\mathfrak{B}_{1}(K) \otimes \mathbf{z}_{p} \operatorname{Hom}_{\mathbf{z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) & \xrightarrow{\sim} \widehat{G}_{0}(K)  \tag{1.1}\\
z \otimes \beta & \longmapsto \chi_{z \otimes \beta}(g):=z^{\beta(g)}
\end{align*}
$$

where $\mathfrak{B}_{1}$ is the rigid $\mathbf{Q}_{p}$-analytic open disk of radius one around the point $1 \in \mathbf{Q}_{p}$. The rigid analytic group variety

$$
\mathfrak{X}_{0}:=\mathfrak{B}_{1} \otimes_{\mathbf{z}_{p}} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right)
$$

over $\mathbf{Q}_{p}$ (noncanonically a $d$-dimensional open unit polydisk) satisfies $\mathfrak{X}_{0}(K)=$ $\mathfrak{X}_{0 / L}(K)=\widehat{G}_{0}(K)$ and therefore "represents the character group $\widehat{G}_{0}$ ". It is shown in [ST01] $\S 2$ that, if $t_{1}, \ldots, t_{d}$ is a $\mathbf{Z}_{p}$-basis of $o_{L}$, then the equations

$$
\left(\beta\left(t_{i}\right)-t_{i} \cdot \beta(1)\right) \cdot \log (z)=0 \quad \text { for } 1 \leq i \leq d
$$

define a one dimensional rigid analytic subgroup $\mathfrak{X}$ in $\mathfrak{X}_{0 / L}$ which "represents the character group $\widehat{G}^{\prime \prime}$.

REmARK 1.14. Even more explicitly, if we use the basis $\beta_{1}, \ldots, \beta_{d}$ dual to $t_{i}$ in order to identify $\mathfrak{X}_{0}$ with $\mathfrak{B}_{1}^{d}$, then $\mathfrak{X}$ identifies with

$$
\begin{aligned}
&\left\{\left(z_{1}, \ldots, z_{d}\right) \in \mathfrak{B}_{1 / L}^{d}: \sum_{j} \beta_{j}(1) \log \left(z_{j}\right)=\frac{1}{t_{i}} \log \left(z_{i}\right) \text { for } 1 \leq i \leq d\right\} \\
&=\left\{\left(z_{1}, \ldots, z_{d}\right) \in \mathfrak{B}_{1 / L}^{d}: \log \left(z_{i}\right)=\frac{t_{i}}{t_{1}} \log \left(z_{1}\right) \text { for } 1 \leq i \leq d\right\}
\end{aligned}
$$

In particular, restriction of functions induces a surjective homomorphism of rings

$$
\mathcal{O}_{K}\left(\mathfrak{X}_{0}\right) \longrightarrow \mathcal{O}_{K}(\mathfrak{X})
$$

which further restricts to a ring homomorphism

$$
\mathcal{O}_{K}^{b}\left(\mathfrak{X}_{0}\right) \longrightarrow \mathcal{O}_{K}^{b}(\mathfrak{X})
$$

There is the following simple, but remarkable fact.
Lemma 1.15. The restriction map $\mathcal{O}_{K}^{b}\left(\mathfrak{X}_{0}\right) \longrightarrow \mathcal{O}_{K}^{b}(\mathfrak{X})$ is injective.
Proof. By Fourier theory (cf. [ST01] and [Sch06a] App. A.6) the vector space $\mathcal{O}_{K}(\mathfrak{X})$ is the continuous dual of the locally convex vector space of locally $L$-analytic functions $C^{a n}(G, K)$ whereas $\mathcal{O}_{K}^{b}\left(\mathfrak{X}_{0}\right)$ is the continuous dual of the $K$ Banach space $C^{c o n t}(G, K)$ of all continuous functions on $G$. It therefore suffices to show that $C^{a n}(G, K)$ is dense in $C^{c o n t}(G, K)$. In fact, already the vector space $C^{\infty}(G, K)$ of all locally constant functions, which obviously are locally $L$-analytic, is dense in $C^{\text {cont }}(G, K)$. This is a well known fact about functions on compact totally disconnected groups. Let $\epsilon>0$ be any positive constant and $f \in C^{\text {cont }}(G, K)$ be any function. By continuity of $f$ we find for any point $x \in G$ an open neighbourhood $U_{x} \subseteq G$ such that $|f(y)-f(x)| \leq \epsilon$ for any $y \in U_{x}$. The covering $\left(U_{x}\right)_{x}$ of $G$ can be refined into a finite disjoint open covering $G=V_{1} \dot{\cup} \ldots \dot{U} V_{m}$. Pick points $x_{i} \in V_{i}$ and define the locally constant function $f_{\epsilon}$ by requiring that $f_{\epsilon} \mid V_{i}$ has constant value $f\left(x_{i}\right)$. Then $\left\|f-f_{\epsilon}\right\| \leq \epsilon$ in the sup-norm of the Banach space $C^{\text {cont }}(G, K)$.

For any $r \in(0,1) \cap p^{\mathbf{Q}}$ we let $\mathfrak{B}_{1}(r)$, resp. $\mathfrak{B}(r)$, denote the $\mathbf{Q}_{p}$-affinoid disk of radius $r$ around 1, resp. around 0 , and we put $\mathfrak{X}(r):=\mathfrak{X} \cap\left(\mathfrak{B}_{1}(r) \otimes \mathbf{z}_{p}\right.$ $\left.\operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right)\right)_{/ L}$. In fact, each $\mathfrak{X}(r)$ is an affinoid subgroup of $\mathfrak{X}$. For small $r$ its structure is rather simple. By [ST01] Lemma 2.1 we have the cartesian diagram of rigid $L$-analytic varieties

where $d$ is the morphism which sends a locally analytic character $\chi$ of $o_{L}$ to its derivative $d \chi(1)=\left.\frac{d}{d t} \chi(t)\right|_{t=0}$ and where the lower horizontal arrow is the map $a \longmapsto \sum_{i=1}^{d} a t_{i} \otimes \beta_{i}$ with $\beta_{1}, \ldots, \beta_{d}$ being the basis dual to $t_{1}, \ldots, t_{d}$. Consider any $r<p^{-\frac{1}{p-1}}$. Then the logarithm restricts to an isomorphism $\mathfrak{B}_{1}(r) \stackrel{\cong}{\Longrightarrow} \mathfrak{B}(r)$ with
inverse the exponential map. The above diagram restricts to the cartesian diagram with vertical isomorphisms


Lemma 1.16. For any $r \in\left(0, p^{-\frac{1}{p-1}}\right) \cap p^{\mathbf{Q}}$ the map

$$
\begin{aligned}
\mathfrak{B}(r) & \cong \\
y & \longmapsto \neq \chi_{y}(g):=\exp (g y)
\end{aligned}
$$

is an isomorphism of L-affinoid groups.
Proof. Obviously we have $\chi_{y} \in \mathfrak{X}(r)$ and $d \chi_{y}(1)=y$. Hence the map under consideration is the inverse of the isomorphism $d$ in the above diagram.

### 1.3. The LT-isomorphism

Let $L T=L T_{\pi_{L}}$ be the Lubin-Tate formal $o_{L}$-module over $o_{L}$ corresponding to the prime element $\pi_{L}$. If $\mathfrak{B}$ denotes the rigid $\mathbf{Q}_{p}$-analytic open disk of radius one around $0 \in \mathbf{Q}_{p}$, then we always identify $L T$ with $\mathfrak{B}_{/ L}$, which makes the rigid variety $\mathfrak{B} / L$ into an $o_{L}$-module object and which gives us a global coordinate $Z$ on $L T$. The resulting $o_{L}$-action on $\mathfrak{B} / L$ denoted by $(a, z) \longmapsto[a](z)$ is given by formal power series $[a](Z) \in o_{L}[[Z]]$. In this way, in particular, the multiplicative monoid $o_{L} \backslash\{0\}$ acts on the rigid group variety $\mathfrak{B}_{/ L}$. For any $r \in(0,1) \cap p^{\mathbf{Q}}$ the $L$-affinoid disk $\mathfrak{B}(r)_{/ L}$ of radius $r$ around zero is an $o_{L}$-submodule object of $\mathfrak{B} / L$.

Let $T$ be the Tate module of $L T$. Then $T$ is a free $o_{L}$-module of rank one, and the action of $\operatorname{Gal}(\bar{L} / L)$ on $T$ is given by a continuous character $\chi_{L T}: \operatorname{Gal}(\bar{L} / L) \longrightarrow$ $o_{L}^{\times}$. Let $T^{\prime}$ denote the Tate module of the $p$-divisible group dual to $L T$, which again is a free $o_{L}$-module of rank one. The Galois action on $T^{\prime}$ is given by the continuous character $\tau:=\chi_{c y c} \cdot \chi_{L T}^{-1}$, where $\chi_{c y c}$ is the cyclotomic character.

REmark 1.17. We always normalize the isomorphism of local class field theory by letting a prime element correspond to a geometric Frobenius. Then, by [Ser98] III.A4 Prop. 4, the character $\chi_{L T}$ coincides with the character

$$
\operatorname{Gal}(\bar{L} / L) \rightarrow \operatorname{Gal}(\bar{L} / L)^{a b} \cong \widehat{L}^{\times}=o_{L}^{\times} \times \pi_{L}^{\widehat{\mathbf{Z}}} \xrightarrow{\mathrm{pr}} o_{L}^{\times} .
$$

in particular, $N_{L / \mathbf{Q}_{p}} \circ \chi_{L T}=\chi_{c y c}$ if and only if $N_{L / \mathbf{Q}_{p}}\left(\pi_{L}\right) \in p^{\mathbf{Z}}$.
The ring $\mathcal{O}_{K}(\mathfrak{B})$ is the ring of all formal power series in $Z$ with coefficients in $K$ which converge on $\mathfrak{B}\left(\mathbf{C}_{p}\right)$. In terms of formal power series the induced $o_{L} \backslash\{0\}$ action on $\mathcal{O}_{K}(\mathfrak{B})$ is given by $(a, F) \longmapsto F \circ[a]$. We define

$$
\mathscr{R}_{K}(\mathfrak{B}):=\bigcup_{r} \mathcal{O}_{K}(\mathfrak{B} \backslash \mathfrak{B}(r))
$$

which is the ring of all formal series $F(Z)=\sum_{n \in \mathbf{Z}} a_{n} Z^{n}, a_{n} \in K$, which are convergent in $(\mathfrak{B} \backslash \mathfrak{B}(r))\left(\mathbf{C}_{p}\right)$ for some $r<1$ depending on $F$. It follows from [ST01] Lemma 3.2 that the $o_{L} \backslash\{0\}$-action on $\mathcal{O}_{K}(\mathfrak{B})$ extends to $\mathscr{R}_{K}(\mathfrak{B})$.

By the maximum modulus principle (cf. [Sch06a] Thm. 42.3(i)) $\mathcal{O}_{K}^{b}(\mathfrak{B})$ is the ring of all formal power series $F(Z)=\sum_{n \geq 0} a_{n} Z^{n}, a_{n} \in K$, such that $\sup _{n \geq 0}\left|a_{n}\right|<$ $\infty$, and the supremum norm satisfies

$$
\|F\|_{\mathfrak{B}}=\sup _{z \in \mathfrak{B}\left(\mathbf{C}_{p}\right)}|F(z)|=\sup _{n \geq 0}\left|a_{n}\right|
$$

The norm $\left\|\|_{\mathfrak{B}}\right.$ is known to be multiplicative (cf. [vR78] Lemma 6.40). We define

$$
\mathscr{E}_{K}^{\dagger}(\mathfrak{B}):=\bigcup_{r} \mathcal{O}_{K}^{b}(\mathfrak{B} \backslash \mathfrak{B}(r))
$$

and

$$
\|F\|_{1}:=\lim _{r \rightarrow 1}\|F\|_{\mathfrak{B} \backslash \mathfrak{B}(r)}
$$

for $F \in \mathscr{E}_{K}^{\dagger}(\mathfrak{B})$. Using the maximum modulus principle for affinoid annuli one shows that an element in $\mathscr{R}_{K}(\mathfrak{B})$ written as a formal Laurent series $F(Z)=\sum_{n \in \mathbf{Z}} a_{n} Z^{n}$ lies in $\mathscr{E}_{K}^{\dagger}(\mathfrak{B})$ if and only if $\sup _{n \in \mathbf{Z}}\left|a_{n}\right|<\infty$ and that, in this case, $\|F\|_{1}=$ $\sup _{n \in \mathbf{Z}}\left|a_{n}\right|<\infty$. Since $\|F\|_{1}=\lim _{r \rightarrow 1}\|F\|_{r}$ is the limit of the multiplicative norms $\|F\|_{r}:=\sup _{n \in \mathbf{Z}}\left|a_{n}\right| r^{n}$ we see that $\left\|\|_{1}\right.$ is a multiplicative norm. We now let

$$
\mathscr{E}_{K}(\mathfrak{B}):=\text { completion of } \mathscr{E}_{K}^{\dagger}(\mathfrak{B}) \text { with respect to }\left\|\|_{1}\right.
$$

and

$$
\mathscr{E}_{K}^{\leq 1}(\mathfrak{B}):=\left\{F \in \mathscr{E}_{K}(\mathfrak{B}):\|F\|_{1} \leq 1\right\}
$$

Again by [ST01] Lemma 3.2 the $o_{L} \backslash\{0\}$-action on $\mathcal{O}_{K}^{b}(\mathfrak{B})$ extends to a $\left\|\|_{1^{-}}\right.$ isometric action on $\mathscr{E}_{K}(\mathfrak{B})$ which respects the subrings $\mathscr{E}_{K}^{\dagger}(\mathfrak{B})$ and $\mathscr{E}_{K}^{\leq 1}(\mathfrak{B})$.

Lemma 1.18. The ring $\mathscr{E}_{K}(\mathfrak{B})$ is the ring of formal series $F(Z)=\sum_{n \in \mathbf{Z}} a_{n} Z^{n}$, $a_{n} \in K$, such that $\sup _{n \in \mathbf{Z}}\left|a_{n}\right|<\infty$ and $\lim _{n \rightarrow-\infty} a_{n}=0$, and $\|F\|_{1}=\sup _{n \in \mathbf{Z}}\left|a_{n}\right|$ is a multiplicative norm.

Proof. This is well known. See a formal argument, for example, in the proof of [Sch06b] Lemma 10.4.

Remark 1.19. Suppose that $K$ is discretely valued. Then $\mathscr{E}_{K}^{\dagger}(\mathfrak{B})$ and $\mathscr{E}_{K}(\mathfrak{B})$ are fields. (Cf. [Sch06b] $\S \S 9-10$ for detailed proofs.) This is no longer the case in general.

By Cartier duality, $T^{\prime}$ is the group of homomorphisms of formal groups over $o_{\mathbf{C}_{p}}$ from $L T$ to the formal multiplicative group. This gives rise to a Galois equivariant and $o_{L}$-invariant pairing

$$
\langle,\rangle: T^{\prime} \otimes_{o_{L}} \mathfrak{B}\left(\mathbf{C}_{p}\right) \longrightarrow \mathfrak{B}_{1}\left(\mathbf{C}_{p}\right)
$$

We fix a generator $t_{0}^{\prime}$ of the $o_{L}$-module $T^{\prime}$. Thm. 3.6 in $[\mathbf{S T 0 1}]$ constructs an isomorphism

$$
\kappa: \mathfrak{B} / \mathbf{C}_{p} \xrightarrow{\cong} \mathfrak{X} / \mathbf{C}_{p}
$$

of rigid group varieties over $\mathbf{C}_{p}$ which on $\mathbf{C}_{p}$-points is given by

$$
\begin{aligned}
\mathfrak{B}\left(\mathbf{C}_{p}\right) & \cong \mathfrak{X}\left(\mathbf{C}_{p}\right)=\widehat{G}\left(\mathbf{C}_{p}\right) \\
z & \longmapsto \kappa_{z}(g):=\left\langle t_{0}^{\prime},[g](z)\right\rangle .
\end{aligned}
$$

In fact, we need a more precise statement. We define

$$
R_{n}:=p^{\mathbf{Q}} \cap\left[p^{-q / e(q-1)}, p^{-1 / e(q-1)}\right)^{1 / q^{e n}} \quad \text { for } n \geq 0
$$

Note that these sets are pairwise disjoint; any sequence $\left(r_{n}\right)_{n \geq 0}$ with $r_{n} \in R_{n}$ converges to 1 . We also put $\omega:=p^{1 / e(q-1)-1 /(p-1)}$,

$$
S_{0}:=R_{0} \omega=p^{\mathbf{Q}} \cap\left[p^{-1 / e-1 /(p-1)}, p^{-1 /(p-1)}\right) \subseteq p^{\mathbf{Q}} \cap\left[p^{-p /(p-1)}, p^{-1 /(p-1)}\right)
$$

and $S_{n}:=S_{0}^{1 / p^{n}}$ for $n \geq 0$. Again these latter sets are pairwise disjoint such that any sequence $\left(s_{n}\right)_{n \geq 0}$ with $s_{n} \in S_{n}$ converges to 1 . The map

$$
\begin{aligned}
S_{n} & \simeq R_{n} \\
s & \longmapsto s^{1 / p^{(d-1) n}} \omega^{-1 / p^{d n}},
\end{aligned}
$$

for any $n \geq 0$, is an order preserving bijection.
Proposition 1.20. For any $n \geq 0$ and any $s \in S_{n}$ the isomorphism $\kappa$ restricts to an isomorphism of affinoid group varieties

$$
\kappa: \mathfrak{B}\left(s^{1 / p^{(d-1) n}} \omega^{-1 / p^{d n}}\right) / \mathbf{C}_{p} \xrightarrow{\cong} \mathfrak{X}(s)_{/ \mathbf{C}_{p}} .
$$

Proof. Although formally not stated there in this generality, the proof is completely contained in [ST01] Thm. 3.6 and App. Thm. part (c). We briefly recall the argument. We have:

- For any $r \in R_{0}$ the map $\left[p^{n}\right]: \mathfrak{B}\left(r^{1 / q^{e n}}\right)=\left[p^{n}\right]^{-1}(\mathfrak{B}(r)) \longrightarrow \mathfrak{B}(r)$ is a finite etale affinoid map ([ST01] Lemma 3.2).
- For any $s \in S_{0}$ the map $p^{n}: \mathfrak{X}\left(s^{1 / p^{n}}\right)=\left(p^{n}\right)^{-1}(\mathfrak{X}(s)) \longrightarrow \mathfrak{X}(s)$ is a finite etale affinoid map ([ST01] Lemma 3.3).
- For any $r \in p^{\mathbf{Q}} \cap\left(0, p^{-1 / e(q-1)}\right)$ the map $\kappa$ restricts to a rigid isomorphism

$$
\mathfrak{B}(r)_{/ \mathbf{C}_{p}} \xrightarrow{\cong} \mathfrak{X}(r \omega)_{/ \mathbf{C}_{p}}
$$

([ST01] Lemma 3.4 and proof of Lemma 3.5).
Exactly as in the proof of [ST01] Thm. 3.6 it follows from these three facts that the horizontal arrows in the commutative diagram

are rigid isomorphisms for any $n \geq 0$ and $r \in R_{0}$. It remains to observe that, if $s=(r \omega)^{1 / p^{n}}$, then $r^{1 / q^{e n}}=s^{1 / p^{(d-1) n}} \omega^{-1 / p^{d n}}$.

REMARK 1.21. If $L / \mathbf{Q}_{p}$ is unramified then $\bigcup_{n \geq 0} R_{n}=p^{\mathbf{Q}} \cap\left[p^{-q /(q-1)}, 1\right)$ and $\bigcup_{n \geq 0} S_{n}=p^{\mathbf{Q}} \cap\left[p^{-p /(p-1)}, 1\right)$. Hence in this case $\mathfrak{X}(s)_{/ \mathbf{C}_{p}}$, for any radius $s \in$ $p^{\mathbf{Q}} \cap(0,1)$, is isomorphic via $\kappa$ to an affinoid disk.

In the following we use the notation

$$
\mathfrak{B}_{n}:=\mathfrak{B}\left(p^{-1 / e(q-1) q^{e n-1}}\right) \text { and } \mathfrak{X}_{n}:=\mathfrak{X}\left(p^{-(1+e /(p-1)) / e p^{n}}\right),
$$

for any $n \geq 1^{1}$; the two radii are the left boundary points of the sets $R_{n}$ and $S_{n}$, respectively, and they correspond to each other under the above bijection. From now on we treat $\kappa$ as an identification and view both $\mathcal{O}_{K}(\mathfrak{X})$ and $\mathcal{O}_{K}(\mathfrak{B})$ as

[^1]subalgebras of $\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})$. The standard action of the Galois group $G_{K}:=\operatorname{Gal}(\bar{K} / K)$ on $\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})$ is given by $(\sigma, F) \longmapsto{ }^{\sigma} F:=\sigma \circ F \circ \sigma^{-1}$ (in terms of power series $F=\sum_{n \geq 0} a_{n} Z^{n}$ we have $\left.{ }^{\sigma} F=\sum_{n \geq 0} \sigma\left(a_{n}\right) Z^{n}\right)$, and $\mathcal{O}_{K}(\mathfrak{B})$ is the corresponding ring of Galois fixed elements
$$
\mathcal{O}_{K}(\mathfrak{B})=\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{K}} .
$$

The latter is a special case of the following general principle.
REMARK 1.22 . For any quasi-separated rigid analytic variety $\mathfrak{Y}$ over $K$ we have $\mathcal{O}_{K}(\mathfrak{Y})=\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{Y})^{G_{K}}$.

Proof. See [ST01] p. 463 observing that $\mathbf{C}_{p}^{G_{K}}=K$ by the Ax-Sen-Tate theorem ([Ax70] or [Tat67]).

As explained before and in $[\mathbf{S T O 1}]$ Cor. 3.8 the twisted Galois action on $\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})$ is given by $(\sigma, F) \longmapsto{ }^{\sigma *} F:=\left({ }^{\sigma} F\right)\left(\left[\tau\left(\sigma^{-1}\right)\right](\cdot)\right)$ (recall that $\left.\tau=\chi_{c y c} \cdot \chi_{L T}^{-1}\right)$ and we have

$$
\begin{equation*}
\mathcal{O}_{K}(\mathfrak{X})=\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{K}, *} . \tag{1.2}
\end{equation*}
$$

Obviously we also have $\mathcal{O}_{\mathbf{C}_{p}}^{b}(\mathfrak{X})=\mathcal{O}_{\mathbf{C}_{p}}^{b}(\mathfrak{B})$ (isometrically). The twisted Galois action on $\mathcal{O}_{\mathbf{C}_{p}}^{b}(\mathfrak{B})$ is by isometries, and we have

$$
\begin{equation*}
\mathcal{O}_{K}^{b}(\mathfrak{X})=\mathcal{O}_{\mathbf{C}_{p}}^{b}(\mathfrak{B})^{G_{K}, *} \tag{1.3}
\end{equation*}
$$

Corollary 1.23. For any $n \geq 1$, the norms $\left\|\|_{\mathfrak{X}}\right.$ on $\mathcal{O}_{K}^{b}(\mathfrak{X})$ and $\| \|_{\mathfrak{X}_{n}}$ on $\mathcal{O}_{K}\left(\mathfrak{X}_{n}\right)$ are multiplicative.

Proof. Because of (1.3) the multiplicativity of $\left\|\|_{\mathfrak{B}}\right.$ implies the multiplicativity of $\left\|\|_{\mathfrak{X}}\right.$. In view of Prop. 1.20 the argument for the $\| \|_{\mathfrak{X}_{n}}$ is exactly analogous.

Corollary 1.24. We have $\mathcal{O}_{K}(\mathfrak{X})^{\times}=\mathcal{O}_{K}^{b}(\mathfrak{X})^{\times}$.
Proof. For any fixed $f \in \mathcal{O}_{K}(\mathfrak{X})$ the supremum norms $\|f\|_{\mathfrak{X}(r)}$ on the affinoids $\mathfrak{X}(r)$ form a function in $r$ which is monotonously increasing. If $f$ is a unit this applies to $f^{-1}$ as well. In Cor. 1.23 we have seen that there is a sequence $r_{1}<\ldots<r_{n}<\ldots$ converging to 1 such that the norms $\left\|\|_{\mathfrak{X}\left(r_{n}\right)}\right.$ are multiplicative. It follows that the sequence $\left(\|f\|_{\mathfrak{X}\left(r_{n}\right)}\right)_{n}$ at the same time is monotonously increasing and decreasing. Hence it is constant which shows that $f$ and $f^{-1}$ are bounded.

Lemma 1.25. For any $n \geq 1$ we have

$$
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)^{G_{K}, *} \text { and } \mathcal{O}_{K}^{b}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\mathcal{O}_{\mathbf{C}_{p}}^{b}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)^{G_{K}, *}
$$

Proof. As a consequence of Prop. 1.20 the isomorphism $\kappa$ restricts to isomorphisms

$$
\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)_{/ \mathbf{C}_{p}} \xrightarrow{\cong}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)_{/ \mathbf{C}_{p}}
$$

On the other hand every unit $a \in o_{L}^{\times}$with $\mathfrak{B}_{n / L}$ also preserves the admissible open subset $\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)_{/ L}$. Hence the twisted Galois action on $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)$ is well defined. The assertion now follows in the same way as (1.2).

### 1.4. The monoid action on $\mathcal{O}_{K}(\mathfrak{X})$

The rigid variety $\mathfrak{X}$ is smooth and one-dimensional by [ST01] paragraph before Lemma 2.4. As a closed subvariety of an open polydisk $\mathfrak{X}_{/ K}$ is quasi-Stein. By [ST01] Cor. 3.7 the $\operatorname{ring} \mathcal{O}_{K}(\mathfrak{X})$ is an integral domain. Therefore $\mathfrak{X}_{/ K}$ satisfies the assumptions of section 1.1. Hence the ring $\mathcal{O}_{K}(\mathfrak{X})$ has all the properties which we have established in section 1.1 (and which were listed, without proof, at the end of section 3 in [ST01]).

For any $a \in o_{L}$ the map $g \longmapsto a g$ on $G$ is locally $L$-analytic. This induces an action of the multiplicative monoid $o_{L} \backslash\{0\}$ on the vector spaces of locally analytic functions $C^{a n}(G, K) \subseteq C^{a n}\left(G_{0}, K\right)$ given by $f \longmapsto a^{*}(f)(g):=f(a g)$. Obviously, with $\chi \in \widehat{G}(K)$, resp. $\in \widehat{G}_{0}(K)$, also $a^{*}(\chi)$ is a character in $\widehat{G}(K)$, resp. in $\widehat{G}_{0}(K)$. In this way we obtain actions of the ring $o_{L}$ on these groups. It is clear that under the bijection (1.1) the action on the target, which we just have defined, corresponds to the obvious $o_{L}$-action on the second factor of the tensor product in the source. This shows that the action on character groups in fact comes from an $o_{L}$-action on the rigid character varieties $\mathfrak{X}_{0}$ and $\mathfrak{X}$ which, moreover, respects each of the affinoid subgroups $\mathfrak{X}(r)$. Moreover, from these actions on character varieties we obtain translation actions by the multiplicative monoid $o_{L} \backslash\{0\}$ on the corresponding rings of global holomorphic functions, which will be denoted by $(a, f) \longmapsto a_{*}(f)$. Note also that these actions respect the respective subrings of bounded holomorphic functions.

Observing that $\kappa_{[a](z)}=a^{*}\left(\kappa_{z}\right)$ one checks that the isomorphism $\kappa: \mathfrak{B} / \mathbf{C}_{p} \xrightarrow{\cong}$ $\mathfrak{X}_{/ \mathbf{C}_{p}}$ from section 1.3 is equivariant for the $o_{L}$-action on both sides. It follows that our identification

$$
\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{X})=\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B})
$$

induced by $\kappa$, is equivariant for the action of the monoid $o_{L} \backslash\{0\}$. The latter also commutes with both, the standard and the twisted, Galois actions.

Traditionally one thinks of an $o_{L} \backslash\{0\}$-action as an action of the multiplicative group $\Gamma_{L}:=o_{L}^{\times}$together with a commuting endomorphism $\varphi_{L}$ which represents the action of $\pi_{L}$.

Lemma 1.26 .
i. The ring homomorphism $\varphi_{L}: \mathcal{O}_{K}(\mathfrak{X}) \longrightarrow \mathcal{O}_{K}(\mathfrak{X})$ makes $\mathcal{O}_{K}(\mathfrak{X})$ a free module over itself of rank equal to the cardinality of the residue field $o_{L} / \pi_{L} o_{L}$.
ii. The ring homomorphism $\varphi_{L}: \mathcal{O}_{K}(\mathfrak{X}) \longrightarrow \mathcal{O}_{K}(\mathfrak{X})$ is unramified at every point of $\mathfrak{X}_{/ K} .{ }^{2}$
iii. For any $0 \neq f \in \mathcal{O}_{K}(\mathfrak{X})$ and any point $x \in \mathfrak{X} / K$ we have

$$
\operatorname{div}\left(\varphi_{L}(f)\right)(x)=\operatorname{div}(f)\left(\pi_{L}^{*}(x)\right)
$$

Proof. i. This is most easily seen by using the Fourier isomorphism which reduces the claim to the corresponding statement about the distribution algebra $D\left(o_{L}, K\right)$. But here the ring homomorphism $\varphi_{L}$ visibly induces an isomorphism

[^2]between $D\left(o_{L}, K\right)$ and the subalgebra $D\left(\pi_{L} o_{L}, K\right)$ of $D\left(o_{L}, K\right)$. Let $R \subseteq o_{L}$ denote a set of representatives for the cosets in $o_{L} / \pi_{L} o_{L}$. Then the Dirac distributions $\left\{\delta_{g}\right\}_{g \in R}$ form a basis of $D\left(o_{L}, K\right)$ as a $D\left(\pi_{L} o_{L}, K\right)$-module.
ii. Since a power of $\varphi_{L}$ times an appropriate automorphism is equal to $p_{*}$ it suffices to show that the latter homomorphism is everywhere unramified. But $\mathfrak{X}$ is a closed subvariety of $\mathfrak{X}_{0} \cong \mathfrak{B}_{1}^{d}$. Hence it further suffices to observe that the endomorphism of $\mathcal{O}_{K}\left(\mathfrak{X}_{0}\right)$ induced by the $p$ th power map $\left(z_{1}, \ldots, z_{d}\right) \longmapsto\left(z_{1}^{p}, \ldots, z_{d}^{p}\right)$ on $\mathfrak{B}_{1}^{d}$ is everywhere unramified, which is clear.
iii. This follows immediately from the second assertion.

The Lie algebra $\mathfrak{g}=L$ of the locally $L$-analytic group $G=o_{L}$ embeds $L$-linearly into the distribution algebra $D(G, K)$ via

$$
\begin{aligned}
& \mathfrak{g} \longrightarrow D(G, K) \\
& \mathfrak{x} \longmapsto \delta_{\mathfrak{x}}(f):=(-\mathfrak{x}(f))(0) .
\end{aligned}
$$

Composing this with the Fourier isomorphism in [ST01] Thm. 2.3 we obtain the embedding

$$
\begin{aligned}
& \mathfrak{g} \longrightarrow \mathcal{O}_{K}(\mathfrak{X}) \\
& \mathfrak{x} \longmapsto\left[x \mapsto \delta_{\mathfrak{x}}\left(\chi_{x}\right)=d \chi_{x}(\mathfrak{x})\right]
\end{aligned}
$$

where we denote by $\chi_{x}$ the locally $L$-analytic character of $G$ corresponding to the point $x$ (cf. [ST01] §2).

Definition 1.27. Let $\log _{\mathfrak{X}} \in \mathcal{O}_{L}(\mathfrak{X})$ denote the holomorphic function which is the image of $1 \in \mathfrak{g}=L$ under the above embedding.

Using (1.1) we compute

$$
d \chi_{z \otimes \beta}(1)=\log (z) \cdot \beta(1)=\log \left(z^{\beta(1)}\right)=\log \left(\chi_{z \otimes \beta}(1)\right)
$$

and we obtain the formula

$$
\log _{\mathfrak{X}}(x)=\log \left(\chi_{x}(1)\right) .
$$

We see that the set of zeros of $\log _{\mathfrak{X}}$ coincides with the torsion subgroup of $\mathfrak{X}$.

## Lemma 1.28.

i. All zeros of $\log _{\mathfrak{X}}$ are simple.
ii. For any $a \in o_{L}$ we have $a_{*}\left(\log _{\mathfrak{X}}\right)=a \cdot \log _{\mathfrak{X}}$.

Proof. i. By the commutative diagram after Lemma 3.4 in [ST01] the function $\log _{\mathfrak{X}}$ corresponds under the LT-isomorphism $\kappa$ to the function $\Omega_{t_{0}^{\prime}} \log _{L T}$. The simplicity of the zeros of the Lubin-Tate logarithm $\log _{L T}$ is well known.
ii. The locally analytic endomorphism $g \longmapsto a g$ of $G=o_{L}$ induces on the Lie algebra $\mathfrak{g}$ the multiplication by the scalar $a$. On the other hand, the map $\mathfrak{g} \longrightarrow D(G, L)$ is functorial in $G$. Hence we have $\delta_{a \mathfrak{x}}=a_{*}\left(\delta_{\mathfrak{x}}\right)$.

## CHAPTER 2

## The Boundary of $\mathfrak{X}$ and $\left(\varphi_{L}, \Gamma_{L}\right)$-Modules

In this chapter, we define the analogue for $\mathfrak{X}$ of the Robba ring, and carefully study the action of $o_{L} \backslash\{0\}$ on it. This allows us to define $\left(\varphi_{L}, \Gamma_{L}\right)$-modules in our context.

### 2.1. The boundary of $\mathfrak{X}$

Recall that the complement of an affinoid domain in an affinoid space is an admissible open subset (compare [Sch93] §3 Prop. 3(ii)). Thus $\mathfrak{X}(r) \backslash \mathfrak{X}\left(r_{0}\right)$, for any pair of $r>r_{0}$ in $(0,1) \cap p^{\mathbf{Q}}$, is an admissible open subset of $\mathfrak{X}(r)$. As $\{\mathfrak{X}(r)\}_{r}$ is an admissible covering of $\mathfrak{X}$, a subset $S$ of $\mathfrak{X}$ is admissible open if and only if $S \cap \mathfrak{X}(r)$ is admissible open in $\mathfrak{X}(r)$ for any $r$. Hence $\mathfrak{X} \backslash \mathfrak{X}(r)$ is an admissible open subset of $\mathfrak{X}$ and the rings $\mathcal{O}_{K}^{b}(\mathfrak{X} \backslash \mathfrak{X}(r)) \subseteq \mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))$ are defined.

The ring

$$
\mathscr{R}_{K}(\mathfrak{X}):=\bigcup_{r} \mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))
$$

is called the Robba ring for $L$ (and $K$ ). In the case of $L=\mathbf{Q}_{p}$ this definition coincides with the usual one. Observe that every affinoid subdomain of $\mathfrak{X}$ is contained
 all affinoid subdomains of $\mathfrak{X}$.

Next we define

$$
\mathscr{E}_{K}^{\dagger}(\mathfrak{X}):=\bigcup_{r} \mathcal{O}_{K}^{b}(\mathfrak{X} \backslash \mathfrak{X}(r))
$$

We obviously have $\left\|\left\|_{\mathfrak{X} \backslash \mathfrak{X}\left(r^{\prime}\right)} \leq\right\|\right\|_{\mathfrak{X} \backslash \mathfrak{X}(r)}$, for any $r^{\prime} \geq r$ in $(0,1) \cap p^{\mathbf{Q}}$, and therefore may define

$$
\|f\|_{1}:=\lim _{r \rightarrow 1}\|f\|_{\mathfrak{X} \backslash \mathfrak{X}(r)}
$$

for any $f \in \mathscr{E}_{K}^{\dagger}(\mathfrak{X})$. Later on, before Prop. 2.9, we will see that $\left\|\|_{1}\right.$ is a multiplicative norm on $\mathscr{E}_{K}^{\dagger}(\mathfrak{X})$. We finally put

$$
\mathscr{E}_{K}(\mathfrak{X}):=\text { completion of } \mathscr{E}_{K}^{\dagger}(\mathfrak{X}) \text { with respect to }\left\|\|_{1}\right.
$$

as well as

$$
\mathscr{E}_{K}^{\leq 1}(\mathfrak{X}):=\left\{f \in \mathscr{E}_{K}(\mathfrak{X}):\|f\|_{1} \leq 1\right\} .
$$

There is a natural topology on $\mathscr{R}_{K}(\mathfrak{X})$ which we discuss next. We first need to collect a few facts about the rigid topology of the varieties $\mathfrak{X}_{0}$ and $\mathfrak{X}$. In the following all radii like $r, r^{\prime}, r_{0}$, and $r_{1}$ will be understood to lie in $(0,1) \cap p^{\mathbf{Q}}$. Besides $\mathfrak{B}_{1}(r)$ we also need the open $\mathbf{Q}_{p}$-disk $\mathfrak{B}_{1}^{-}(r)$ of radius $r$ around 1 . We
introduce the subsets

$$
\begin{aligned}
\mathfrak{X}_{0}(r) & :=\mathfrak{B}_{1}(r) \otimes_{\mathbf{z}_{p}} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right), \\
\mathfrak{X}_{0}^{-}(r) & :=\mathfrak{B}_{1}^{-}(r) \otimes \mathbf{z}_{p} \operatorname{Hom}_{\mathbf{z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right), \\
\mathfrak{X}_{0}\left(r, r^{\prime}\right) & :=\mathfrak{X}_{0}\left(r^{\prime}\right) \backslash \mathfrak{X}_{0}^{-}(r) \quad \text { for } r \leq r^{\prime}
\end{aligned}
$$

of $\mathfrak{X}_{0}$. The first two obviously are admissible open. We also noted already that $\mathfrak{X}_{0} \backslash \mathfrak{X}_{0}(r)$ is admissible open in $\mathfrak{X}_{0}$. In order to understand $\mathfrak{X}_{0}\left(r, r^{\prime}\right)$ we list the following facts.

- If $z_{1}, \ldots, z_{d}$ are coordinate functions on $\mathfrak{X}_{0}$ then $\mathfrak{X}_{0}\left(r, r^{\prime}\right)$ is the union of the $d$ affinoid subdomains

$$
\mathfrak{X}_{0}^{(i)}\left(r, r^{\prime}\right):=\left\{x \in \mathfrak{X}_{0}\left(r^{\prime}\right):\left|z_{i}(x)\right| \geq r\right\}
$$

of $\mathfrak{X}_{0}\left(r^{\prime}\right)$. ([BGR84] Cor. 9.1.4/4)

- In particular, $\mathfrak{X}_{0}\left(r, r^{\prime}\right)$ is admissible open in $\mathfrak{X}_{0}\left(r^{\prime}\right)$ and hence in $\mathfrak{X}_{0}$.
- If $\mathfrak{Y} \longrightarrow \mathfrak{X}_{0} \backslash \mathfrak{X}_{0}\left(r_{0}\right)$ is any morphism from a $\mathbf{Q}_{p}$-affinoid variety into $\mathfrak{X}_{0} \backslash \mathfrak{X}_{0}\left(r_{0}\right)$ then its image is contained in $\mathfrak{X}_{0}\left(r, r^{\prime}\right)$ for some $r_{0}<r \leq r^{\prime}$. We apply the maximum modulus principle in the following way. Let $\alpha$ denote the morphism in question. First by applying the maximum modulus principle to the functions $\alpha^{*}\left(z_{i}\right)$ we find an $r^{\prime}>r_{0}$ such that $\alpha(\mathfrak{Y})$ is contained in $\mathfrak{X}_{0}\left(r^{\prime}\right)$. Next we observe that $\mathfrak{X}_{0}\left(r^{\prime}\right) \backslash \mathfrak{X}_{0}\left(r_{0}\right)=\bigcup_{i=1}^{d} \mathfrak{U}_{i}$ with $\mathfrak{U}_{i}:=\left\{x \in \mathfrak{X}_{0}\left(r^{\prime}\right):\left|z_{i}(x)\right|>r_{0}\right\}$ is an admissible covering ([BGR84] Prop. 9.1.4/5). Then $\mathfrak{Y}=\bigcup_{i=1}^{d} \alpha^{-1}\left(\mathfrak{U}_{i}\right)$ is an admissible covering and therefore, necessarily, can be refined into a finite affinoid covering $\mathfrak{Y}=$ $\mathfrak{V}_{1} \cup \ldots \cup \mathfrak{V}_{m}$. For any $1 \leq j \leq m$ let $1 \leq i(j) \leq d$ be such that $\alpha\left(\mathfrak{V}_{j}\right) \subseteq \mathfrak{U}_{i(j)}$. By applying the maximum modulus principle to the function $z_{i(j)}^{-1}$ pulled back to $\mathfrak{V}_{j}$ we obtain that

$$
\alpha\left(\mathfrak{V}_{j}\right) \subseteq \mathfrak{X}_{0}^{(i(j))}\left(r_{j}, r^{\prime}\right) \quad \text { for some } r_{0}<r_{j}<r^{\prime}
$$

We deduce that $\alpha(\mathfrak{Y}) \subseteq \mathfrak{X}_{0}\left(r, r^{\prime}\right)$ with $r:=\min _{j} r_{j}$.

- In particular, $\mathfrak{X}_{0} \backslash \mathfrak{X}_{0}\left(r_{0}\right)=\bigcup_{r_{0}<r \leq r^{\prime}<1} \mathfrak{X}_{0}\left(r, r^{\prime}\right)$ is an admissible covering.

With $\mathfrak{X}(r)$ being defined already we also put

$$
\mathfrak{X}^{-}(r):=\mathfrak{X} \cap \mathfrak{X}_{0}^{-}(r)_{/ L} \quad \text { and } \quad \mathfrak{X}\left(r, r^{\prime}\right):=\mathfrak{X} \cap \mathfrak{X}_{0}\left(r, r^{\prime}\right)_{/ L}=\mathfrak{X}\left(r^{\prime}\right) \backslash \mathfrak{X}^{-}(r),
$$

and we have a corresponding list of properties:

- $\mathfrak{X}\left(r, r^{\prime}\right)$ is a finite union of affinoid subdomains and is admissible open in the $L$-affinoid variety $\mathfrak{X}\left(r^{\prime}\right)$.
- If $\mathfrak{Y} \longrightarrow \mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)$ is any morphism from an $L$-affinoid variety $\mathfrak{Y}$ then its image is contained in $\mathfrak{X}\left(r, r^{\prime}\right)$ for some $r_{0}<r \leq r^{\prime}$. In particular,

$$
\begin{equation*}
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)=\lim _{r_{0}<r \leq r^{\prime}<1} \mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right) \tag{2.1}
\end{equation*}
$$

For simplicity we now use the fact that $\mathfrak{X}$ and hence each $\mathfrak{X}\left(r^{\prime}\right)$ is a connected, smooth, and one dimensional rigid variety (cf. [ST01]). Therefore ([Fie80] Satz 2.1) any finite union of affinoid subdomains in $\mathfrak{X}\left(r^{\prime}\right)$ again is an affinoid subdomain. It follows that each $\mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right)$ is a $K$-affinoid algebra which is a Banach algebra with respect to the supremum norm. This together with (2.1) permits us to equip $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ with the structure of a $K$-Fréchet algebra by viewing it as the topological projective limit of these affinoid algebras. By construction the restriction
maps $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{1}\right)\right)$, for $r_{0} \leq r_{1}$, are continuous. Let $S_{n}$ be the sets defined in section 1.3.

Proposition 2.1. For any $n \geq 1$, the rigid variety $\mathfrak{X} \backslash \mathfrak{X}_{n}$ is a quasi-Stein space (w.r.t. the admissible covering $\left\{\mathfrak{X}\left(s, s^{\prime}\right)\right\}$ where $p^{-(1+e /(p-1)) / e p^{n}}<s \leq s^{\prime}<1$, $s \in S_{n}$, and $\left.s^{\prime} \in \bigcup_{m \geq n} S_{m}\right)$.

Proof. We have to show that for any $p^{-(1+e /(p-1)) / e p^{n}}<s \leq r \leq r^{\prime} \leq$ $s^{\prime}<1$ with $r, s \in S_{n}$ and $r^{\prime}, s^{\prime} \in \bigcup_{m \geq n} S_{m}$, the restriction map $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right) \longrightarrow$ $\mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right)$ has dense image. First of all note that affinoid algebras are Banach spaces of countable type.

In a first step we check that we may assume that $K=\mathbf{C}_{p}$. Quite generally, let $\beta: B_{1} \longrightarrow B_{2}$ be a continuous linear map between $K$-Banach spaces such that $B_{2}$ is of countable type. By [Sch02] Prop. 10.5 there is a closed vector subspace $C \subseteq B_{2}$ such that $B_{2}=\overline{\operatorname{im}(\beta)} \oplus C$ topologically. It follows that

$$
\overline{\operatorname{im}(\operatorname{id} \widehat{\otimes} \beta)}=\mathbf{C}_{p} \widehat{\otimes}_{K} \overline{\operatorname{im}(\beta)} \subseteq \mathbf{C}_{p} \widehat{\otimes}_{K} B_{2}=\left(\mathbf{C}_{p} \widehat{\otimes}_{K} \overline{\operatorname{im}(\beta)}\right) \oplus\left(\mathbf{C}_{p} \widehat{\otimes}_{K} C\right) .
$$

Moreover, $[\mathbf{S c h} 02]$ Cor. 17.5.iii implies that $\mathbf{C}_{p} \widehat{\otimes}_{K} C$ is nonzero if $C$ was. We see that $\beta$ has dense image if id $\widehat{\otimes} \beta$ has.

So for the rest of the proof we let $K=\mathbf{C}_{p}$. We first observe that, quite generally, $\mathfrak{X}\left(r_{0}\right)=\bigcup_{r_{1}<r_{0}} \mathfrak{X}\left(r_{1}\right)$. Due to the conditions we have imposed on the radii $r, r^{\prime}, s, s^{\prime}$ we may apply Prop. 1.20 and we see that $\mathfrak{X}\left(s, s^{\prime}\right)_{/ \mathbf{C}_{p}}$ is isomorphic to a one dimensional affinoid annulus in such a way that $\mathfrak{X}\left(r, r^{\prime}\right) / \mathbf{C}_{p}$ becomes isomorphic to a subannulus. It follows that $\mathfrak{X}\left(r, r^{\prime}\right)_{/ \mathbf{C}_{p}}$ is a Weierstraß domain in $\mathfrak{X}\left(s, s^{\prime}\right)_{/ \mathbf{C}_{p}}$, and the density statement holds by [BGR84] Prop. 7.3.4/2.

The rigid variety $\mathfrak{X} \backslash \mathfrak{X}_{n}$ is smooth and one dimensional since it is admissible open in $\mathfrak{X}$. It is quasi-Stein by the above Prop. 2.1. The isomorphism $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \cong$ $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)$, which is a consequence of Prop. 1.20 , implies that $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is an integral domain. Therefore $\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)_{/ K}$ satisfies the assumptions of section 1.1. Hence the ring $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ has all the properties which we have established in section 1.1.

## Corollary 2.2.

i. For any $n \geq 1, \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is a $1 \frac{1}{2}$ generator Prüfer domain.
ii. $\mathscr{R}_{K}(\mathfrak{X})$ is a $1 \frac{1}{2}$ generator Prüfer domain. In particular, the assertions of Cor. 1.11 analogously hold over $\mathscr{R}_{K}(\mathfrak{X})$.

Proof. i. Prop. 1.10. ii. This follows by a direct limit argument from i.
We will view $\mathscr{R}_{K}(\mathfrak{X})$ as the locally convex inductive limit of the Fréchet algebras $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$. We note that the multiplication in $\mathscr{R}_{K}(\mathfrak{X})$ is only separately continuous.

In order to analyze the functional analytic nature of the $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ and of $\mathscr{R}_{K}(\mathfrak{X})$ we need a few preliminary facts.

Lemma 2.3. Let $C \subseteq B$ be a bounded subset of a $K$-Banach space $B$; if the image $\iota(C)$ of $C$ under the canonical map $\iota: B \longrightarrow \mathbf{C}_{p} \widehat{\otimes}_{K} B$ is compactoid, then $C$ is compactoid.

Proof. We fix a defining norm on $B$. Note ([Sch02] Prop. 17.4) that the map $\iota$ is norm preserving. As a consequence of [PGS10] Thm. 3.9.6 it suffices to
show that, for any $t \in(0,1]$ and any sequence $\left(c_{n}\right)_{n \in \mathbf{Z}_{\geq 0}}$ in $C$ which is $t$-orthogonal ([PGS10] Def. 2.2.14), there exists a $t^{\prime} \in(0,1]$ such that the sequence $\left(\iota\left(c_{n}\right)\right)_{n}$ is $t^{\prime}$-orthogonal in $\mathbf{C}_{p} \widehat{\otimes}_{K} B$.

Let $B_{0} \subseteq B$ be the closed subspace generated by $\left(c_{n}\right)_{n}$, and let $c_{0}(K)$ denote the standard $K$-Banach space of all 0 -sequences in $K$. By the boundedness of $\left(c_{n}\right)_{n}$ the linear map

$$
\begin{aligned}
\alpha: \quad c_{0}(K) & \longrightarrow B_{0} \\
\quad\left(\lambda_{1}, \lambda_{2}, \ldots\right) & \longmapsto \sum_{i=n}^{\infty} \lambda_{n} c_{n}
\end{aligned}
$$

is well defined and continuous. The $t$-orthogonality then implies that $\alpha$, in fact, is a homeomorphism (cf. the proof of [PGS10] Thm. 2.3.6). Hence

$$
\operatorname{id} \widehat{\otimes} \alpha: \mathbf{C}_{p} \widehat{\otimes}_{K} c_{0}(K) \xrightarrow{\cong} \mathbf{C}_{p} \widehat{\otimes}_{K} B_{0}
$$

is a homeomorphism. By [BGR84] Prop. 2.1.7/8 the left hand side is equal to $c_{0}\left(\mathbf{C}_{p}\right)$. Hence $\left(\iota\left(c_{n}\right)\right)_{n}$ is a basis of $\mathbf{C}_{p} \widehat{\otimes}_{K} B_{0}$ in the sense of [PGS10] Def. 2.3.10 and hence, by [PGS10] Thm. 2.3.11, is $t^{\prime}$-orthogonal in $\mathbf{C}_{p} \widehat{\otimes}_{K} B_{0}$ for some $t^{\prime} \in$ $(0,1]$. Using [Sch02] Prop. 17.4.iii we finally obtain that $\left(\iota\left(c_{n}\right)\right)_{n}$ is $t^{\prime}$-orthogonal in $\mathbf{C}_{p} \widehat{\otimes}_{K} B$.

For two locally convex $K$-vector spaces $V$ and $W$ we always view the tensor product $V \otimes_{K} W$ as a locally convex $K$-vector space with respect to the projective tensor product topology (cf. [Sch02] §17), and we let $V \widehat{\otimes}_{K} W$ denote the completion of $V \otimes_{K} W$.

LEMMA 2.4. Let $\ldots \rightarrow V_{n} \rightarrow \ldots \rightarrow V_{1}$ and $\ldots \rightarrow W_{n} \rightarrow \ldots \rightarrow W_{1}$ be two sequences of locally convex $K$-vector spaces, $V:=\varliminf_{\varliminf_{n}} V_{n}$ and $W:=\varliminf_{\varliminf_{n}} W_{n}$ their projective limits, and $\alpha_{n}: V \rightarrow V_{n}$ and $\beta_{n}: W \rightarrow \overleftarrow{W}_{n}^{n}$ the corresponding canonical maps. We then have:
i. The projective tensor product topology on $V \otimes_{K} W$ is the initial topology with respect to the maps $\alpha_{n} \otimes \beta_{n}: V \otimes_{K} W \rightarrow V_{n} \otimes_{K} W_{n}$;
ii. the canonical map $V \otimes_{K} W \longrightarrow \lim _{n} V_{n} \otimes_{K} W_{n}$ is a topological embedding;
iii. suppose that, for any $n \geq 1$, the spaces $V_{n}$ and $W_{n}$ are Hausdorff and the maps $\alpha_{n}$ and $\beta_{n}$ have dense image; then $V \widehat{\otimes}_{K} W=\varliminf_{n} V_{n} \widehat{\otimes}_{K} W_{n}$.

Proof. i. Because of [Sch02] Cor. 17.5.ii we may assume, by replacing $V_{n}$, resp. $W_{n}$, by $\alpha_{n}(V)$, resp. $\beta_{n}(W)$, equipped with the subspace topology, that $V_{n}=$ $\alpha_{n}(V)$ and $W_{n}=\beta_{n}(W)$ for any $n \geq 1$.

Let $\left\{L_{n, i}\right\}_{i \in I}$ and $\left\{M_{n, j}\right\}_{j \in J}$ be the families of all open lattices in $V_{n}$ and $W_{n}$, respectively (cf. [Sch02] §4). Then $\left\{\alpha_{n}^{-1}\left(L_{n, i}\right)\right\}_{n, i}$ and $\left\{\beta_{n}^{-1}\left(M_{n, j}\right)\right\}_{n, j}$ are defining families of open lattices in $V$ and $W$, respectively, and $\left\{\alpha_{n}^{-1}\left(L_{n, i}\right) \otimes_{o} \beta_{n}^{-1}\left(M_{n, j}\right)\right\}_{n, i, j}$ is a defining family of open lattices in $V \otimes_{K} W$. We therefore have to show that $\alpha_{n}^{-1}\left(L_{n, i}\right) \otimes_{o} \beta_{n}^{-1}\left(M_{n, j}\right)$ is open for the initial topology of the assertion. Since, by construction, $\left(\alpha_{n} \otimes \beta_{n}\right)^{-1}\left(L_{n, i} \otimes_{o} M_{n, j}\right)$ is open for this initial topology it suffices to prove that

$$
\left(\alpha_{n} \otimes \beta_{n}\right)^{-1}\left(L_{n, i} \otimes_{o} M_{n, j}\right) \subseteq \alpha_{n}^{-1}\left(L_{n, i}\right) \otimes_{o} \beta_{n}^{-1}\left(M_{n, j}\right)
$$

(the opposite inclusion being trivial we then, in fact, have equality). Let $x \in$ $V \times_{K} W$ such that

$$
\left(\alpha_{n} \otimes \beta_{n}\right)(x)=\sum_{\rho=1}^{r} v_{\rho} \otimes w_{\rho} \quad \text { with } v_{\rho} \in L_{n, i} \text { and } w_{\rho} \in M_{n, j}
$$

By our additional assumption we find $v_{\rho}^{\prime} \in V$ and $w_{\rho}^{\prime} \in W$ such that $\alpha_{n}\left(v_{\rho}^{\prime}\right)=v_{\rho}$ and $\beta_{n}\left(w_{\rho}^{\prime}\right)=w_{\rho}$. Hence $x^{\prime}:=\sum_{\rho} v_{\rho}^{\prime} \otimes w_{\rho}^{\prime} \in \alpha_{n}^{-1}\left(L_{n, i}\right) \otimes_{o} \beta_{n}^{-1}\left(M_{n, j}\right)$ and

$$
x-x^{\prime} \in \operatorname{ker}\left(\alpha_{n} \otimes \beta_{n}\right)=\operatorname{ker}\left(\alpha_{n}\right) \otimes_{K} V+W \otimes_{K} \operatorname{ker}\left(\beta_{n}\right)
$$

But the right hand side (and therefore $x$ ) is contained in $\alpha_{n}^{-1}\left(L_{n, i}\right) \otimes_{o} \beta_{n}^{-1}\left(M_{n, j}\right)$. This follows from the general fact that for any $K$-subspace $V_{0} \subseteq V$ and any lattice $L \subseteq W$ we have

$$
V_{0} \otimes_{K} W=V_{0} \otimes_{o} W=V_{0} \otimes_{o} L
$$

ii. It remains to check that the map in question is injective. Let $x \in V \otimes_{K} W$ be a nonzero element. We fix a $K$-basis $\left(e_{j}\right)_{j \in J}$ of $W$ and write $x=\sum_{j \in J_{0}} v_{j} \otimes e_{j}$ with an appropriate finite subset $J_{0} \subseteq J$ and nonzero elements $v_{j} \in V$ for $j \in J_{0}$. We may choose $n$ large enough so that $\alpha_{n}\left(v_{j}\right) \neq 0$ for any $j \in J_{0}$. Then $y:=$ $\alpha_{n} \otimes \operatorname{id}_{W}(x) \neq 0$. We now repeat the argument with $y$ and a $K$-basis of $V_{n}$ in order to find an $m \geq n$ such that $\operatorname{id}_{V_{n}} \otimes \beta_{m}(y) \neq 0$. It follows that $\alpha_{n} \otimes \beta_{m}(x) \neq 0$ and hence that $\alpha_{m} \otimes \beta_{m}(x) \neq 0$.
iii. With $V_{n}$ and $W_{n}$ also $V$ and $W$ as well as $V_{n} \otimes_{K} W_{n}$ (cf. [ $\mathbf{S c h 0 2 ]}$ Cor. 17.5.i) and $\lim _{n} V_{n} \otimes_{K} W_{n}$ are Hausdorff. In particular, $V_{n} \otimes_{K} W_{n}$ is a subspace of $V_{n} \widehat{\otimes}_{K} W_{n}$ and, consequently, $\varliminf_{\longleftarrow}{ }_{n} V_{n} \otimes_{K} W_{n}$ is a subspace of $\varliminf_{l_{n}} V_{n} \widehat{\otimes}_{K} W_{n}$. Hence, by ii., the composite map

$$
V \otimes_{K} W \longrightarrow \underset{{ }_{n}}{\lim _{n}} V_{n} \otimes_{K} W_{n} \longrightarrow \underset{{ }_{n}}{\lim _{n}} V_{n} \widehat{\otimes}_{K} W_{n}
$$

is a topological embedding. Since the right hand space is complete it suffices to check that $V \otimes_{K} W$ maps to a dense subspace. But our assumption on $\alpha_{n}$ and $\beta_{n}$ implies that each map

$$
V \otimes_{K} W \xrightarrow{\alpha_{n} \otimes \beta_{n}} V_{n} \otimes_{K} W_{n} \xrightarrow{\subseteq} V_{n} \widehat{\otimes}_{K} W_{n}
$$

has dense image.
As a special case of this lemma (together with the Mittag-Leffler theorem [Bou71] II.3.5 Thm. 1) we obtain that the functor $\mathbf{C}_{p} \widehat{\otimes}_{K}(\cdot)$ commutes with projective limits of sequences of $K$-Fréchet spaces such that the transition maps have dense image. Note ( $[\mathbf{P G S 1 0}] \S 10.6$ ) that the scalar extension $\mathbf{C}_{p} \widehat{\otimes}_{K} V$ of any locally convex $K$-vector space $V$ is a locally convex $\mathbf{C}_{p}$-vector space.

Proposition 2.5. For any $n \geq 1$ we have:
i. The Fréchet space $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is nuclear; in particular, it is Montel, hence reflexive, and in $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ the class of compactoid subsets coincides with the class of bounded subsets;
ii. $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\mathbf{C}_{p} \widehat{\otimes}_{K} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$, and the inclusion $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \subseteq$ $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is topological.
Proof. The Fréchet space $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is the projective limit of the affinoid $K$-Banach spaces $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right)$ with the radii $s \leq s^{\prime}$ as in Prop. 2.1. In the proof of Prop. 2.1 we have seen that the transition maps $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right)$, for
$s \leq r \leq r^{\prime} \leq s^{\prime}$, in this projective system have dense image. For a $K$-affinoid variety $\mathfrak{Y}$ we have $\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{Y})=\mathbf{C}_{p} \widehat{\otimes}_{K} \mathcal{O}_{K}(\mathfrak{Y})$ by construction of the base field extension (cf. [BGR84] 9.3.6). Hence we may apply Lemma 2.4 and obtain the equality in part ii. of the assertion. The second half of ii. then follows by direction inspection or by using [Sch02] Cor. 17.5.iii.

We now assume that the radii satisfy $s<r \leq r^{\prime}<s^{\prime}$ and show that then the restriction map $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right)$ is compactoid. Recall that this means (cf. [PGS10] Thm. 8.1.3(vii)) that the unit ball in $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right)$ for the supremum norm is mapped to a compactoid subset in $\mathcal{O}_{K}\left(\mathfrak{X}\left(r, r^{\prime}\right)\right)$. Because of Lemma 2.3 we may assume that $K=\mathbf{C}_{p}$. But then, according to Prop. 1.20, $\mathfrak{X}\left(s, s^{\prime}\right)$ is isomorphic to a one dimensional affinoid annulus. This reduces us to the following claim. Let $a<b \leq b^{\prime}<a^{\prime}$ be any radii in $p^{\mathbf{Q}}$ and let $\mathfrak{B}\left(a, a^{\prime}\right):=$ $\left\{z \in \mathbf{C}_{p}: a \leq|z| \leq a^{\prime}\right\}$; then the restriction map $\mathcal{O}_{K}\left(\mathfrak{B}\left(a, a^{\prime}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{B}\left(b, b^{\prime}\right)\right)$ is compactoid. Let $a=|u|$ for some $u \in \mathbf{C}_{p}$. The Mittag-Leffler decomposition (which is directly visible in terms of Laurent series) gives the topological decomposition

$$
\begin{aligned}
\mathcal{O}_{K}\left(\mathfrak{B}\left(a^{-1}\right)\right) \oplus \mathcal{O}_{K}\left(\mathfrak{B}\left(a^{\prime}\right)\right) & \stackrel{\cong}{\longmapsto} \mathcal{O}_{K}\left(\mathfrak{B}\left(a, a^{\prime}\right)\right) \\
\left(F_{1}, F_{2}\right) & \longmapsto u Z^{-1} F_{1}\left(Z^{-1}\right)+F_{2}(Z) .
\end{aligned}
$$

It further reduces us to showing that the restriction map $\mathcal{O}_{K}\left(\mathfrak{B}\left(a^{\prime}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{B}\left(b^{\prime}\right)\right)$ is compactoid. But this is a well known fact (cf. [PGS10] Thm. 11.4.2).

We have established that $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\lim _{n} B_{n}$ is the projective limit of a sequence of $K$-Banach spaces $B_{n}$ with compactoid transition maps. In order to show that $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is nuclear we have to check that any continuous linear map $\alpha: \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \longrightarrow V$ into a normed $K$-vector space $B$ is compactoid (cf. [PGS10] Def. 8.4.1(ii)). But there is an $n \geq 1$ such that $\alpha$ factorizes through $B_{n}$ :


Since the transition map $B_{n+1} \rightarrow B_{n}$ is compactoid it follows that $\alpha$ is compactoid as well. The remaining assertions in i. now follow by [PGS10] Cor. 8.5.3 and Thm. 8.4.5.

Next we investigate the inductive system of Fréchet spaces

$$
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{1}\right) \longrightarrow \ldots \rightarrow \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \rightarrow \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n+1}\right) \rightarrow \ldots
$$

with locally convex inductive limit $\mathscr{R}_{K}(\mathfrak{X})$. Note that all transition maps in this system are injective.

## Proposition 2.6.

i. $\mathscr{R}_{K}(\mathfrak{X})=\underline{\lim _{n}} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is a regular inductive limit, i.e., for each bounded subset $B \subseteq \mathscr{R}_{K}(\mathfrak{X})$ there exists an $n \geq 1$ such that $B$ is contained in $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ and is bounded as a subset of the Fréchet space $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$.
ii. $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$ is complete.
iii. $\mathscr{R}_{K}(\mathfrak{X})$ is Hausdorff, nuclear, and reflexive.

Proof. i. and ii. We first reduce the assertion to the case $K=\mathbf{C}_{p}$. For this we consider the commutative diagram

in which all maps are injective and continuous and the two left vertical maps are topological embeddings. Let us suppose that the lower inductive limit is regular, and let $B \subseteq \mathscr{R}_{K}(\mathfrak{X})$ be a bounded subset. Then $B$ is bounded in $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$ and hence, by assumption, is bounded in some $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$. Using Remark 1.22 we see that $B \subseteq \mathscr{R}_{K}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})^{G_{K}}$ and hence $B \subseteq \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)^{G_{K}}=\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$.

In the following we therefore assume that $K=\mathbf{C}_{p}$. By Lemma 1.25 we now may replace $\mathfrak{X}$ and $\mathfrak{X}_{n}$ by $\mathfrak{B}$ and $\mathfrak{B}_{n}$, respectively. This time the Mittag-Leffler decomposition is of the form

$$
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n}\right)\right) \oplus \mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B}) \stackrel{\cong}{\rightrightarrows} \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)
$$

with $\mathfrak{B}^{-}\left(r_{n}\right)$ denoting the open disk of radius $r_{n}:=p^{1 / e(q-1) q^{e n-1}}$ around 0 . Hence

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \cong \mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})=\left(\underset{n}{\lim } \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n}\right)\right)\right) \oplus \mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B}) .
$$

This reduces us to showing that ${\underset{\longrightarrow}{\lim }}_{n} \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n}\right)\right)$ is a regular inductive limit which, moreover, is complete. But the restriction maps

$$
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n}\right)\right) \longrightarrow \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n+1}\right)\right)
$$

go through two affinoid disks for which the corresponding restriction maps are compactoid as recalled in the proof of Prop. 2.5. Hence $\underset{\longrightarrow}{\lim _{n}} \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B}^{-}\left(r_{n}\right)\right)$ is a compactoid inductive limit and, in particular, is regular and complete by [PGS10] Thm. 11.3.5.
iii. This follows from i. and Prop. 2.5.i and [PGS10] Thm. 11.2.4(ii), Thm. 8.5.7(vi), and Cor. 11.2.15.

The reflexivity of $\mathscr{R}_{K}(\mathfrak{X})$ already implies that $\mathscr{R}_{K}(\mathfrak{X})$ is quasicomplete. To see that it, in fact, is always complete, we need an additional argument. Since $\mathscr{R}_{K}(\mathfrak{X})$ is an inductive limit it is not surprising that the inductive tensor product topology will play a role. For two locally convex $K$-vector spaces $V$ and $W$ let $V \otimes_{K, \iota} W$ denote their tensor product equipped with the inductive tensor product topology (cf. [Sch02] §17) and let $V \widehat{\otimes}_{K, \iota} W$ denote its completion. Note that for Fréchet spaces $V$ and $W$ we have $V \otimes_{K} W=V \otimes_{K, \iota} W$ (cf. [Sch02] Prop. 17.6).

## Proposition 2.7.

i. $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})=\mathbf{C}_{p} \widehat{\otimes}_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})$.
ii. $\mathscr{R}_{K}(\mathfrak{X}) \subseteq \mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$ is a topological inclusion.
iii. $\mathscr{R}_{K}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})^{G_{K}}$ is closed in $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$.
iv. $\mathscr{R}_{K}(\mathfrak{X})$ is complete.

Proof. i. So far we know from Prop. 2.5.ii and Prop. 2.6 that

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})=\underset{n}{\lim } \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\underset{n}{\lim } \mathbf{C}_{p} \widehat{\otimes}_{K} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\underset{n}{\lim } \mathbf{C}_{p} \widehat{\otimes}_{K, L} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)
$$

is Hausdorff and complete. The inductive tensor product commutes with locally convex inductive limits ([Eme11] Lemma 1.1.30) so that we have

$$
\underset{n}{\lim _{\longrightarrow}} \mathbf{C}_{p} \otimes_{K, \iota} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\mathbf{C}_{p} \otimes_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})
$$

and hence

$$
\left(\underset{n}{\lim } \mathbf{C}_{p} \otimes_{K, L} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)\right) \hat{)}=\mathbf{C}_{p} \widehat{\otimes}_{K, L} \mathscr{R}_{K}(\mathfrak{X}) .
$$

It therefore remains to check that, for any inductive system $\left(E_{n}\right)_{n}$ of locally convex vector spaces such that the locally convex inductive limit $\lim _{\rightarrow} \widehat{E_{n}}$ of the completions $\widehat{E_{n}}$ is Hausdorff and complete, we have

$$
\underset{n}{\lim } \widehat{E_{n}}=\underset{n}{\widehat{l i m} E_{n}} .
$$

By the universal properties we have a commutative diagram of natural continuous maps

which all three have dense image. By our assumption on the upper left term the map $\alpha$ extends uniquely to a continuous map $\beta: \widehat{l i m}_{\rightarrow} E_{n} \longrightarrow \longrightarrow_{n} \widehat{\lim _{n}}$. Of course, $\beta$ has dense image as well. On the other hand it necessarily satisfies $\gamma \circ \beta=\mathrm{id}$. Since $\underset{\longrightarrow}{\lim } \widehat{E_{n}}$ is assumed to be Hausdorff this implies that $\beta$ has closed image. It follows that $\beta$ is bijective and therefore that $\beta$ and $\gamma$ are topological isomorphisms.
ii. This is a consequence of i. and [Sch02] Cor. 17.5.iii.
iii. The identity follows from Remark 1.22. The second part of the assertion then is immediate from the fact that $G_{K}$ acts on $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})$ by continuous (semilinear) automorphisms.
iv. This follows from ii./iii. and Prop. 2.6.iii.

Corollary 2.8. We have $\mathscr{R}_{E}(\mathfrak{X})=E \widehat{\otimes}_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})$ for any complete intermediate field $K \subseteq E \subseteq \mathbf{C}_{p}$.

Proof. Now that we know from Prop. 2.7.iv that $\mathscr{R}_{E}(\mathfrak{X})$ is complete we may repeat the argument in the proof of Prop. 2.7.i with $E$ instead of $\mathbf{C}_{p}$.

We summarize the additional features of the LT-isomorphism, which we have established by now:

- As explained in the proof of Lemma 1.25 the isomorphism $\kappa$ induces compatible topological identifications

$$
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right),
$$

which restrict to isometric identifications between the subrings of bounded functions. The twisted Galois action is well defined on the right hand side and corresponds to the standard Galois action on the left hand side.

- By passing to the inductive limit we obtain the twisted Galois action by topological automorphisms on $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})$ as well as the topological identification

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) .
$$

— By restriction from $\mathscr{R}_{\mathbf{C}_{p}}($.$) to \mathscr{E}_{\mathbf{C}_{p}}^{\dagger}($.$) we obtain the twisted Galois action by$ $\left\|\|_{1}\right.$-isometries on $\mathscr{E}_{\mathbf{C}_{p}}^{\dagger}(\mathfrak{B})$ as well as the $\| \|_{1}$-isometric identification

$$
\mathscr{E}_{\mathbf{C}_{p}}^{\dagger}(\mathfrak{X})=\mathscr{E}_{\mathbf{C}_{p}}^{\dagger}(\mathfrak{B}) .
$$

Both, by completion, extend to $\mathscr{E}_{\mathbf{C}_{p}}($.$) . Since we know that \left\|\|_{1}\right.$ is a multiplicative norm on the right hand side it must be a multiplicative norm on $\mathscr{E}_{K}(\mathfrak{X})$ as well.

Proposition 2.9. We have

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X})=\mathbf{C}_{p} \widehat{\otimes}_{K, \iota} \mathscr{R}_{K}(\mathfrak{X}) \text { and } \mathscr{R}_{K}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{K}, *} .
$$

Proof. This is a restatement of Prop. 2.7.i/iii.

### 2.2. The monoid action on $\mathscr{R}_{K}(\mathfrak{X})$

Each unit in $o_{L}^{\times}$with $\mathfrak{X}(r)$ also preserves the admissible open subset $\mathfrak{X} \backslash \mathfrak{X}(r)$. The $o_{L}^{\times}$-action on $\mathcal{O}_{K}^{b}(\mathfrak{X}) \subseteq \mathcal{O}_{K}(\mathfrak{X})$ therefore extends first to the rings $\mathcal{O}_{K}^{b}(\mathfrak{X} \backslash$ $\mathfrak{X}(r)) \subseteq \mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))$ (being isometric for the supremum norm $\left\|\|_{\mathfrak{X} \backslash \mathfrak{X}(r)}\right.$ on the ring of bounded functions) and then to the rings $\mathscr{R}_{K}(\mathfrak{X}), \mathscr{E}_{K}^{\dagger}(\mathfrak{X}), \mathscr{E}_{K}(\mathfrak{X})$, and $\mathscr{E}_{K}^{\leq 1}(\mathfrak{X})$ (being isometric in the norm $\left\|\|_{1}\right.$ ).

Lemma 2.10. For any $r_{0} \in\left[p^{-1 / e-1 /(p-1)}, 1\right) \cap p^{\mathbf{Q}}$, the $o_{L}^{\times}$-action on the ring $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ is continuous.

Proof. Coming from an action on the variety $\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)$ each unit in $o_{L}^{\times}$acts by a continuous ring automorphism on $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$. Since $o_{L}^{\times}$is compact and $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ as a Fréchet space is barrelled it remains, by the nonarchimedean Banach-Steinhaus theorem (cf. [Sch02] Prop. 6.15), to show that the orbit maps

$$
\begin{aligned}
\rho_{f}: o_{L}^{\times} & \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right) \\
a & \longmapsto a_{*}(f),
\end{aligned}
$$

for any $f \in \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$, are continuous. But in the subsequent section 2.3 we will establish, under the above assumption on $r_{0}$, the stronger fact that these orbit maps even are differentiable.

Lemma 2.11. For any $r \in\left[p^{-p /(p-1)}, 1\right) \cap p^{\mathbf{Q}}$ we have

$$
\left(\pi_{L}^{*}\right)^{-1}(\mathfrak{X} \backslash \mathfrak{X}(r)) \supseteq \mathfrak{X} \backslash \mathfrak{X}\left(r^{1 / p}\right) .
$$

Proof. Suppose there is an $x \in \mathfrak{X} \backslash \mathfrak{X}\left(r^{1 / p}\right)$ such that $\pi_{L}^{*} x \in \mathfrak{X}(r)$. Since $\pi_{L}$ as well as any unit in $o_{L}^{\times}$preserve $\mathfrak{X}(r)$ it follows that $p^{*} x \in \mathfrak{X}(r)$. This contradicts Lemma 3.3 in [ST01].

The lemma implies that the action of $\pi_{L}$ and hence of the full multiplicative monoid $o_{L} \backslash\{0\}$ extends to the rings $\mathscr{R}_{K}(\mathfrak{X})$, $\mathscr{E}_{K}^{\dagger}(\mathfrak{X}), \mathscr{E}_{K}(\mathfrak{X})$, and $\mathscr{E}_{K}^{\leq 1}(\mathfrak{X})$. By construction the action of $\pi_{L}$ on $\mathscr{E}_{K}(\mathfrak{X})$ is decreasing in the norm $\left\|\|_{1}\right.$. But the action of $p$, as a consequence of [ST01] Lemma 3.3, is isometric. It follows that the full monoid $o_{L} \backslash\{0\}$ acts isometrically on $\mathscr{E}_{K}(\mathfrak{X})$. In particular, $\varphi_{L}$ is injective on $\mathscr{E}_{K}(\mathfrak{X})$ and a fortiori on $\mathcal{O}_{K}(\mathfrak{X})$.

Lemma 2.12. The $o_{L} \backslash\{0\}$-action on $\mathscr{R}_{K}(\mathfrak{X})$ is continuous.

Proof. Each $a \in o_{L}^{\times}$acts continuously on $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ and therefore gives rise, in the limit, to a continuous automorphism of $\mathscr{R}_{K}(\mathfrak{X})$. The prime element $\pi_{L}$, by Lemma 2.11, maps $\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)$ to $\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}^{p}\right)$, for any $p^{-\frac{1}{p-1}} \leq r_{0}<1$, and therefore again gives rise to a continuous endomorphism of $\mathscr{R}_{K}(\mathfrak{X})$. The continuity of the orbit maps

$$
\begin{aligned}
\rho_{f}: o_{L}^{\times} & \longrightarrow \mathscr{R}_{K}(\mathfrak{X}) \\
a & \longmapsto a_{*}(f),
\end{aligned}
$$

for any $f \in \mathscr{R}_{K}(\mathfrak{X})$, follows immediately from Lemma 2.10. As a locally convex inductive limit of Fréchet spaces $\mathscr{R}_{K}(\mathfrak{X})$ is barrelled so that the assertion now follows from the nonarchimedean Banach-Steinhaus theorem.

It follows from the isomorphism $\kappa: \mathfrak{B}_{/ \mathbf{C}_{p}} \xrightarrow{\cong} \mathfrak{X} / \mathbf{C}_{p}$ from section 1.3 that the ring isomorphisms as summarized after Cor. 2.8 all are equivariant for the actions of the monoid $o_{L} \backslash\{0\}$.

For later purposes we need to discuss, for any $n \geq 1$, the structure of the $\pi_{L}^{n}$-torsion subgroup

$$
\mathfrak{X}\left[\pi_{L}^{n}\right]:=\operatorname{ker}\left(\mathfrak{X} \xrightarrow{\left(\pi_{L}^{n}\right)^{*}} \mathfrak{X}\right) .
$$

Lemma 2.13. We have $\mathfrak{X}\left[\pi_{L}^{n}\right]\left(\mathbf{C}_{p}\right) \cong o_{L} / \pi_{L}^{n} o_{L}$ as $o_{L}$-modules.
Proof. Since the $\left[\pi_{L}^{n}\right]$-torsion of the formal $o_{L}$-module $L T$ is isomorphic to $o_{L} / \pi_{L}^{n} o_{L}$ this follows from the isomorphism $\kappa: \mathfrak{B} / \mathbf{C}_{p} \xrightarrow{\cong} \mathfrak{X} / \mathbf{C}_{p}$ in section 1.3. But there also is the following much more elementary argument. As a consequence of [ST01] Lemma 2.1 the bijection (1.1) induces an $o_{L}$-isomorphism

$$
\begin{aligned}
& \mathfrak{X}\left[\pi_{L}^{n}\right]\left(\mathbf{C}_{p}\right) \\
& \quad \cong \operatorname{ker}\left[\mathfrak{B}_{1}\left(\mathbf{C}_{p}\right) \otimes_{\mathbf{z}_{p}} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) \xrightarrow{\text { id } \otimes \pi_{L}^{n}} \mathfrak{B}_{1}\left(\mathbf{C}_{p}\right) \otimes_{\mathbf{Z}_{p}} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right)\right] .
\end{aligned}
$$

The short exact sequence $0 \longrightarrow o_{L} \xrightarrow{\pi_{L}^{n}} o_{L} \longrightarrow o_{L} / \pi_{L}^{n} o_{L} \longrightarrow 0$ gives rise to the short exact sequence

$$
0 \longrightarrow \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) \xrightarrow{\pi_{L}^{n}} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) \longrightarrow \operatorname{Ext}_{\mathbf{z}_{p}}^{1}\left(o_{L} / \pi_{L}^{n} o_{L}, \mathbf{Z}_{p}\right) \longrightarrow 0
$$

which in turn leads to the exact sequence

$$
\begin{aligned}
& 0 \longrightarrow \operatorname{Tor}_{1} \mathbf{Z}_{p}\left(\mathfrak{B}_{1}\left(\mathbf{C}_{p}\right), \operatorname{Ext}_{\mathbf{Z}_{p}}^{1}\left(o_{L} / \pi_{L}^{n} o_{L}, \mathbf{Z}_{p}\right)\right) \longrightarrow \\
& \mathfrak{B}_{1}\left(\mathbf{C}_{p}\right) \otimes \mathbf{z}_{p} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) \xrightarrow{\operatorname{idd} \otimes \pi_{L}^{n}} \mathfrak{B}_{1}\left(\mathbf{C}_{p}\right) \otimes \mathbf{z}_{p} \operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right) .
\end{aligned}
$$

We deduce that $\mathfrak{X}\left[\pi_{L}^{n}\right]\left(\mathbf{C}_{p}\right) \cong \operatorname{Tor}_{1}^{\mathbf{Z}_{p}}\left(\mathfrak{B}_{1}\left(\mathbf{C}_{p}\right), \operatorname{Ext}_{\mathbf{Z}_{p}}^{1}\left(o_{L} / \pi_{L}^{n} o_{L}, \mathbf{Z}_{p}\right)\right)$. Since the $o_{L^{-}}$ module $\operatorname{Hom}_{\mathbf{Z}_{p}}\left(o_{L}, \mathbf{Z}_{p}\right)$ is free of rank one we have $\left.\operatorname{Ext}_{\mathbf{Z}_{p}}^{1}\left(o_{L} / \pi_{L}^{n} o_{L}, \mathbf{Z}_{p}\right)\right) \cong o_{L} / \pi_{L}^{n} o_{L}$ as $o_{L^{-}}$and, a fortiori, as $\mathbf{Z}_{p}$-module. On the other hand the torsion subgroup of $\mathfrak{B}_{1}\left(\mathbf{C}_{p}\right)$ is the group of $p$-power roots of unity which is isomorphic to $\mathbf{Q}_{p} / \mathbf{Z}_{p}$. It follows that

$$
\begin{aligned}
\mathfrak{X}\left[\pi_{L}^{n}\right]\left(\mathbf{C}_{p}\right) & \cong \operatorname{Tor}_{1}^{\mathbf{Z}_{p}}\left(\mathfrak{B}_{1}\left(\mathbf{C}_{p}\right), o_{L} / \pi_{L}^{n} o_{L}\right) \\
& \cong \operatorname{Tor}_{1}^{\mathbf{Z}_{p}}\left(\mathbf{Q}_{p} / \mathbf{Z}_{p}, o_{L} / \pi_{L}^{n} o_{L}\right) \\
& =\text { torsion subgroup of } o_{L} / \pi_{L}^{n} o_{L} \\
& =o_{L} / \pi_{L}^{n} o_{L}
\end{aligned}
$$

### 2.3. The action of $\operatorname{Lie}\left(\Gamma_{L}\right)$

We begin by setting up some axiomatic formalism. In the following we view $\Gamma_{L}=o_{L}^{\times}$as a locally $L$-analytic group. Its Lie algebra is $L$. Let $\left(B,\| \|_{B}\right)$ be a $K$-Banach space which carries a $\Gamma_{L}$-action by continuous $K$-linear automorphisms. We consider the following condition:

$$
\begin{equation*}
\text { There is an } m \geq 2 \text { such that, in the operator norm on } B \text {, we have } \tag{2.2}
\end{equation*}
$$

$$
\|\gamma-1\|<p^{-\frac{1}{p-1}} \text { for any } \gamma \in 1+p^{m} o_{L}
$$

If $B$ has the orthogonal basis $\left(v_{i}\right)_{i \in I}$ then (2.2) follows from the existence of a constant $0<C<p^{-\frac{1}{p-1}}$ such that $\left\|(\gamma-1)\left(v_{i}\right)\right\|_{B} \leq C\left\|v_{i}\right\|_{B}$ for any $\gamma \in 1+p^{m} o_{L}$ and any $i \in I$.

Lemma 2.14. If (2.2) holds, then the $\Gamma_{L}$-action on $B$ is locally $\mathbf{Q}_{p}$-analytic.
Proof. The main point is to show that the orbit maps

$$
\begin{aligned}
\rho_{b}: \Gamma_{L} & \longrightarrow B \\
\gamma & \longmapsto \gamma b,
\end{aligned}
$$

for any $b \in B$, are locally $\mathbf{Q}_{p}$-analytic. Since the multiplication in $\Gamma_{L}$ is locally $L$ analytic it suffices to show that $\rho_{b} \mid 1+p^{m} o_{L}$ with $m$ as in the assumption is locally $\mathbf{Q}_{p}$-analytic. On the one hand we fix a basis $\gamma_{1}, \ldots, \gamma_{d}$ of the free $\mathbf{Z}_{p}$-module $1+p^{m} o_{L}$ of rank $d=\left[L: \mathbf{Q}_{p}\right]$ and write $1+p^{m} o_{L} \ni \gamma=\gamma_{1}^{x_{1}(\gamma)} \cdot \ldots \cdot \gamma_{d}^{x_{d}(\gamma)}$. Then $\gamma \longmapsto\left(x_{1}(\gamma), \ldots, x_{d}(\gamma)\right)$ is a global $\mathbf{Q}_{p}$-chart of $1+p^{m} o_{L}$. On the other hand we consider the $K$-Banach algebra $A$ of continuous linear endomorphisms of $B$ with the operator norm. We have the bijections

$$
\left\{a^{\prime} \in A:\left\|a^{\prime}\right\|<p^{-\frac{1}{p-1}}\right\} \underset{\log }{\stackrel{\exp }{\leftrightarrows}}\left\{a \in A:\|a-1\|<p^{-\frac{1}{p-1}}\right\}
$$

given by the formulas $a^{\prime} \mapsto \exp \left(a^{\prime}\right)=\sum_{n \geq 0} \frac{1}{n!}\left(a^{\prime}\right)^{n}$ and $a \mapsto \log (a)=\log (1+(a-$ $1))=-\sum_{n \geq 1} \frac{1}{n}(1-a)^{n}$, which are inverse to each other and which "preserve" norms (cf. [Bou72] II§8.4 Prop. 4). By our assumption we have in $A$ the expansion

$$
\begin{align*}
\gamma & =\exp (\log (\gamma))=\sum_{n \geq 0} \frac{1}{n!} \log (\gamma)^{n}  \tag{2.3}\\
& =\sum_{n \geq 0} \frac{1}{n!}\left(\sum_{i=1}^{d} x_{i}(\gamma) \log \left(\gamma_{i}\right)\right)^{n} \\
& =\sum_{\left(n_{1}, \ldots, n_{d}\right) \in \mathbf{Z}_{\geq 0}^{d}} \frac{c_{\left(n_{1}, \ldots, n_{d}\right)}}{\left(n_{1}+\ldots+n_{d}\right)!} \prod_{i=1}^{d}\left(\log \left(\gamma_{i}\right)\right)^{n_{i}} \prod_{i=1}^{d} x_{i}(\gamma)^{n_{i}}
\end{align*}
$$

on $1+p^{m} o_{L}$, where the integers $c_{\left(n_{1}, \ldots, n_{d}\right)}$ denote the usual polynomial coefficients. Since $D:=\max _{i}\left\|\log \left(\gamma_{i}\right)\right\|<p^{-\frac{1}{p-1}}$ by assumption the coefficient operators

$$
\nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}:=\frac{c_{\left(n_{1}, \ldots, n_{d}\right)}}{\left(n_{1}+\ldots+n_{d}\right)!} \prod_{i=1}^{d}\left(\log \left(\gamma_{i}\right)\right)^{n_{i}}
$$

satisfy

$$
\begin{aligned}
\left\|\nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}\right\| & \leq\left|\left(n_{1}+\ldots+n_{d}\right)!\right|^{-1} D^{n_{1}+\ldots+n_{d}} \\
& =\left|\left(n_{1}+\ldots+n_{d}\right)!\right|^{-1}|p|^{\frac{n_{1}+\ldots+n_{d}}{p-1}}\left(D /|p|^{\frac{1}{p-1}}\right)^{n_{1}+\ldots+n_{d}} \\
& \leq\left(D /|p|^{\frac{1}{p-1}}\right)^{n_{1}+\ldots+n_{d}} \xrightarrow{n_{1}+\ldots+n_{d} \rightarrow \infty} 0
\end{aligned}
$$

where the last inequality comes from $|p|^{\frac{n}{p-1}} \leq|n!|($ cf. [Bou72] II§8.1 Lemma 1). Evaluating (2.3) in $b \in B$ therefore produces an expansion of $\rho_{b}$ into a power series convergent on $1+p^{m} o_{L}$.

It follows in particular that the orbit maps $\rho_{b}$ are continuous, i.e., that the $\Gamma_{L^{-}}$ action on $B$ is separately continuous. But, since $\Gamma_{L}$ is compact, the nonarchimedean Banach-Steinhaus theorem (cf. [Sch02] Prop. 6.15) then implies that the action $\Gamma_{L} \times B \rightarrow B$ is jointly continuous.

The operators $\nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}$ on $B$ which we have constructed in the proof of Lemma 2.14 have the following conceptual interpretation. First we observe that

$$
\nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}=\prod_{i=1}^{d} \nabla_{B,\left(\ldots, 0, n_{i}, 0, \ldots\right)}=\prod_{i=1}^{d} \frac{1}{n_{i}!} \nabla_{B, \underline{i}}^{n_{i}}
$$

where $\underline{i}:=(\ldots, 0,1,0, \ldots)$ is the multi-index with entry one in the $i$ th place. On the other hand the derived action of the Lie algebra of $\Gamma_{L}$ on $B$ is given by

$$
\mathfrak{x} b=\frac{d}{d t} \exp _{\Gamma_{L}}(t \mathfrak{x}) b_{\left.\right|_{t=0}} \quad \text { for } \mathfrak{x} \in \operatorname{Lie}\left(\Gamma_{L}\right)=L \text { and } b \in B
$$

where $\exp _{\Gamma_{L}}$ is an exponential map for $\Gamma_{L}$ (cf. [FdL99] §3.1) and where $t$ varies in a small neighbourhood of zero in $\mathbf{Z}_{p}$. Note that the usual exponential function $\exp : \operatorname{Lie}\left(\Gamma_{L}\right)=L--->o_{L}^{\times}=\Gamma_{L}$ is an exponential map for the locally $L$-analytic group $\Gamma_{L}$ (cf. [Bou72] III $\S 4.3$ Ex. 2. The broken arrow indicates that this map is only defined locally around zero). We put $\mathfrak{x}_{i}:=\log \gamma_{i}$. Using the expansion (2.3) we compute

$$
\begin{aligned}
\exp _{\Gamma_{L}}\left(t \mathfrak{r}_{j}\right) b & =\sum_{\left(n_{1}, \ldots, n_{d}\right) \in \mathbf{Z}_{\geq 0}^{d}} \nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}(b) \prod_{i=1}^{d} x_{i}\left(\exp \left(t \mathfrak{x}_{j}\right)\right)^{n_{i}} \\
& =\sum_{\left(n_{1}, \ldots, n_{d}\right) \in \mathbf{Z}_{\geq 0}^{d}} \nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}(b) \prod_{i=1}^{d} x_{i}\left(\exp \left(\mathfrak{x}_{j}\right)^{t}\right)^{n_{i}} \\
& =\sum_{\left(n_{1}, \ldots, n_{d}\right) \in \mathbf{Z}_{\geq 0}^{d}} \nabla_{B,\left(n_{1}, \ldots, n_{d}\right)}(b) \prod_{i=1}^{d} x_{i}\left(\gamma_{j}^{t}\right)^{n_{i}} \\
& =\sum_{n=0}^{\infty} \frac{1}{n!} \nabla_{B, \underline{j}}^{n}(b) t^{n}
\end{aligned}
$$

and hence

$$
\begin{equation*}
\frac{d}{d t} \exp _{\Gamma_{L}}\left(\mathfrak{t r}_{j}\right) b_{\mid t=0}=\nabla_{B, \underline{j}}(b) \tag{2.4}
\end{equation*}
$$

This proves the following.

Corollary 2.15. If (2.2) holds, then the operator $\nabla_{B, \underline{j}}$ coincides with the derived action of $\log \gamma_{j} \in L=\operatorname{Lie}\left(\Gamma_{L}\right)$ on $B$.

The commutativity of $\Gamma_{L}$ implies that the operators $\nabla_{B,\left(n_{1}, \ldots, n_{r}\right)}$ commute with each other. It follows that the derived $\operatorname{Lie}\left(\Gamma_{L}\right)$-action on $B$ is through commuting operators. In the following we denote by $\nabla_{B}$, or simply by $\nabla$, the operator corresponding to the element $1 \in L=\operatorname{Lie}\left(\Gamma_{L}\right)$.

We remark that, although $\Gamma_{L}$ is a locally $L$-analytic group, the action on $B$ only is locally $\mathbf{Q}_{p}$-analytic so that the derived action $\operatorname{Lie}\left(\Gamma_{L}\right) \longrightarrow \operatorname{End}_{K}(B)$ only is $\mathbf{Q}_{p}$-linear in general.

Next we consider the situation where $B$ in addition is a Banach algebra such that $\left\|\|_{B}\right.$ is submultiplicative and $M$ is a finitely generated projective $B$-module. We choose generators $e_{1}, \ldots, e_{\ell}$ of $M$ and consider the $B$-module homomorphism

$$
\begin{aligned}
B^{\ell} & \longrightarrow M \\
\left(b_{1}, \ldots, b_{\ell}\right) & \longmapsto \sum_{i=1}^{\ell} b_{i} e_{i}
\end{aligned}
$$

On $B^{\ell}$ we have the maximum norm $\left\|\left(b_{1}, \ldots, b_{\ell}\right)\right\|_{B^{\ell}}:=\max _{i}\left\|b_{i}\right\|_{B}$ and on $M$ the corresponding quotient norm

$$
\|x\|_{M}:=\inf \left\{\max _{i}\left\|b_{i}\right\|_{B}: x=\sum_{i=1}^{\ell} b_{i} e_{i}\right\} .
$$

To see that $\left\|\|_{M}\right.$ indeed is a norm we observe that the above map, by the projectivity of $M$, is the projection map onto the first summand of a suitable $B$-module isomorphism $B^{\ell} \xrightarrow{\cong} M \oplus M^{\prime}$. This isomorphism is continuous if we equip $M$ and $M^{\prime}$ with the corresponding quotient topologies. By the open mapping theorem it has to be a topological isomorphism. Hence the quotient topology on $M$ is Hausdorff and complete (cf. [Sch02] Prop. 8.3). In particular, $\left\|\|_{M}\right.$ is a norm. This construction makes $M$ into a $K$-Banach space whose topology is independent of the choice of basis. We assume that $\Gamma_{L}$ acts continuously by $K$-linear automorphisms on $M$ which are semilinear with respect to the $\Gamma_{L}$-action on $B$.

Proposition 2.16. If (2.2) holds for $B$, then also the $\Gamma_{L}$-action on $M$ satisfies (2.2) and, in particular, is locally $\mathbf{Q}_{p}$-analytic.

Proof. Let the natural number $m$ be as in the condition (2.2) for $B$ in Lemma 2.14. By the continuity of the $\Gamma$-action on $M$ we find an $m^{\prime} \geq m$ such that $\left\|(\gamma-1)\left(e_{i}\right)\right\|_{M}<p^{-2}$ (and hence $\left\|\gamma\left(e_{i}\right)\right\|_{M}=\left\|e_{i}\right\|_{M}=1$ ) for any $\gamma \in 1+p^{m^{\prime}} o_{L}$ and any $1 \leq i \leq \ell$. For any such $\gamma$ and any $x=\sum_{i=1}^{\ell} b_{i} e_{i} \in M$ we then compute

$$
\begin{aligned}
\|(\gamma-1)(x)\|_{M} & =\left\|\sum_{i}(\gamma-1)\left(b_{i} e_{i}\right)\right\|_{M} \\
& =\left\|\sum_{i}\left((\gamma-1)\left(b_{i}\right) \gamma\left(e_{i}\right)+b_{i}(\gamma-1)\left(e_{i}\right)\right)\right\|_{M} \\
& \leq \max \left(\max _{i}\|(\gamma-1)\|\left\|b_{i}\right\|_{B}\left\|\gamma\left(e_{i}\right)\right\|_{M}, \max _{i}\left\|b_{i}\right\|_{B}\left\|(\gamma-1)\left(e_{i}\right)\right\|_{M}\right) \\
& \leq \max \left(\|\gamma-1\|, p^{-2}\right) \cdot \max _{i}\left\|b_{i}\right\|_{B}
\end{aligned}
$$

It follows that

$$
\|(\gamma-1)(x)\|_{M} \leq \max \left(\|\gamma-1\|, p^{-2}\right) \cdot\|x\|_{M}<p^{-\frac{1}{p-1}}\|x\|_{M}
$$

In a first step we apply this formalism to the $o_{L}^{\times}$-action on the open disk $\mathfrak{B}$. For any $r_{0} \leq r$ in $(0,1) \cap p^{\mathbf{Q}}$ let $\mathfrak{B}\left(r_{0}, r\right)_{/ L}$ denote the $L$-affinoid annulus of inner, resp. outer, radius $r_{0}$, resp. $r$, around zero. It is preserved by the $o_{L}^{\times}$-action.

Proposition 2.17. The $\Gamma_{L}$-actions on $\mathcal{O}_{K}(\mathfrak{B}(r))$ and on $\mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)$, induced by the Lubin-Tate formal $o_{L}$-module, verify the condition (2.2) and are locally L-analytic.

Proof. The other case being simpler we only treat the $\Gamma_{L^{-}}$-action on the ring $\mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)$. First of all we verify the condition (2.2).

The elements of $\mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)$ are the Laurent series in the coordinate $Z$ that converge on $\left.\mathfrak{B}\left(r_{0}, r\right)\right)\left(\mathbf{C}_{p}\right)$. The maximum modulus principle tells us that $\left\{Z^{n}\right\}_{n \in \mathbf{Z}}$ is an orthogonal basis of the $K$-Banach space $\mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)$ with respect to the supremum norm $\|\|$. It therefore suffices to find an $m \geq 2$ such that

$$
\left\|\gamma\left(Z^{n}\right)-Z^{n}\right\| \leq p^{-2}\left\|Z^{n}\right\| \quad \text { for any } n \in \mathbf{Z} \text { and any } \gamma \in 1+p^{m} o_{L}
$$

We have $\gamma(Z)=[\gamma](Z)=\gamma Z+\ldots=Z u_{\gamma}$ with $u_{\gamma}=\gamma+\ldots \in o_{L}[[Z]]^{\times}$, and we compute

$$
\gamma\left(Z^{n}\right)-Z^{n}=Z^{n}\left(u_{\gamma}^{n}-1\right)= \begin{cases}Z^{n}\left(u_{\gamma}-1\right)\left(u_{\gamma}^{n-1}+\ldots+1\right) & \text { if } n>0 \\ Z^{n}\left(u_{\gamma}-1\right)\left(-u_{\gamma}^{n}-\ldots-u_{\gamma}^{-1}\right) & \text { if } n<0\end{cases}
$$

It follows that $\left\|\gamma\left(Z^{n}\right)-Z^{n}\right\| \leq\left\|u_{\gamma}-1\right\|\left\|Z^{n}\right\|$. By the proof of Lemma 2.1.1 in [KR09] there exists an $m \geq 2$ such that $\left\|u_{\gamma}-1\right\|=\left\|\frac{\gamma(Z)}{Z}-1\right\| \leq p^{-2}$. This shows that (2.2) holds true. Lemma 2.14 then tells us that the $\Gamma_{L}$-action is locally $\mathbf{Q}_{p}$-analytic.

Next we establish that the derived $\operatorname{Lie}\left(\Gamma_{L}\right)$-action is $L$-bilinear. Since $\operatorname{Lie}\left(\Gamma_{L}\right)$ acts by continuous derivations it suffices to check that $\mathfrak{x} Z=\mathfrak{x} \cdot 1 Z$ holds true for any $\mathfrak{x} \in L=\operatorname{Lie}\left(\Gamma_{L}\right)$ (where $\cdot$ on the right hand side denotes the scalar multiplication). We compute

$$
\begin{aligned}
\mathfrak{x} Z & =\left.\frac{d}{d t}\left[\exp _{\Gamma_{L}}(t \mathfrak{x})\right](Z)\right|_{t=0}=\left.\frac{d}{d t}[\exp (t \mathfrak{x})](Z)\right|_{t=0} \\
& =\left.\frac{d}{d t} \exp _{L T}\left(\log _{L T}([\exp (t \mathfrak{x})](Z))\right)\right|_{t=0} \\
& =\frac{d}{d t} \exp _{L T}\left(\left.\exp (t \mathfrak{x}) \cdot \log _{L T}(Z)\right|_{t=0}\right. \\
& =\mathfrak{x} \cdot \log _{L T}(Z) \exp _{L T}^{\prime}\left(\log _{L T}(Z)\right) \\
& =\mathfrak{x} \cdot 1 Z
\end{aligned}
$$

where $\exp _{L T}^{\prime}$ denotes the formal derivative of the power series $\exp _{L T}$. The fourth identity uses the fact that the logarithm $\log _{L T}$ of $L T$ is " $o_{L}$-linear" ([Lan90] 8.6 Lemma 2). We remark that

$$
\exp _{L T}^{\prime}\left(\log _{L T}(Z)\right)=\left.\frac{\partial\left(Z+_{L T} Y\right)}{\partial Y}\right|_{Y=0}
$$

with $+_{L T}$ denoting the formal addition in $L T$.

Finally, by looking at the Taylor expansion

$$
\exp (\mathfrak{x}) b=\sum_{n=0}^{\infty} \frac{1}{n!} \mathfrak{x}^{n} b=\sum_{n=0}^{\infty} \frac{1}{n!} \mathfrak{x}^{n} \cdot 1^{n} b
$$

we see that the orbit maps $\rho_{b}$ are locally $L$-analytic.
LEMMA 2.18. For any $r \in\left(0, p^{-\frac{1}{p-1}}\right) \cap p^{\mathbf{Q}}$ the $\Gamma_{L^{-}}$action on $\mathcal{O}_{K}(\mathfrak{X}(r))$ verifies the condition (2.2) and is locally L-analytic.

Proof. Lemma 1.16 reduces us to proving the assertion for the $\Gamma_{L}$-action on $\mathcal{O}_{K}(\mathfrak{B}(r))$ which is induced by the multiplication action of $o_{L}^{\times}$on the disk $\mathfrak{B}(r)$. But this is seen by an almost trivial version of the reasoning in the proof of Prop. 2.17.

According to Prop. 2.17 we have derived $\operatorname{Lie}\left(\Gamma_{L}\right)$-actions on $\mathcal{O}_{K}(\mathfrak{B}(r))$ and $\mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)$ which are $L$-bilinear. For $r_{0}^{\prime} \leq r_{0} \leq r \leq r^{\prime}$ the inclusions

$$
\mathcal{O}_{K}\left(\mathfrak{B}\left(r^{\prime}\right)\right) \subseteq \mathcal{O}_{K}(\mathfrak{B}(r)) \text { and } \mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}^{\prime}, r^{\prime}\right)\right) \subseteq \mathcal{O}_{K}\left(\mathfrak{B}\left(r_{0}, r\right)\right)
$$

respect these actions. By first a projective limit and then a direct limit argument we therefore obtain compatible $L$-bilinear $\operatorname{Lie}\left(\Gamma_{L}\right)$-actions on

$$
\mathcal{O}_{K}(\mathfrak{B}) \subseteq \mathcal{O}_{K}(\mathfrak{B} \backslash \mathfrak{B}(r)) \subseteq \mathscr{R}_{K}(\mathfrak{B}) .
$$

Next we use the LT-isomorphism in section 1.3 to obtain $L$-bilinear Lie $\left(\Gamma_{L}\right)$-actions on $\mathcal{O}_{K}\left(\mathfrak{X}_{n}\right)$, $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right)\left(\right.$ with $s, s^{\prime}$ as in Prop. 2.1), and $\mathcal{O}_{K}(\mathfrak{X}) \subseteq \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}{ }_{n}\right) \subseteq$ $\mathscr{R}_{K}(\mathfrak{X})$.

Recall that $\mathscr{R}_{K}(\mathfrak{B})$ and $\mathscr{R}_{K}(\mathfrak{X})$ are the locally convex inductive limits of the Fréchet spaces $\mathcal{O}_{K}(\mathfrak{B} \backslash \mathfrak{B}(r))$ and $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$, respectively. Hence all the above locally convex $K$-vector spaces are barrelled ( $[\mathbf{S c h} 02]$ Examples at the end of $\S 6$ ). The orbit maps $\rho_{b}$ for the $\Gamma_{L^{-}}$-action on these spaces (with the exception of $\mathcal{O}_{K}\left(\mathfrak{X}_{n}\right)$ and $\left.\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right)\right)$ are no longer locally $L$-analytic but they still are differentiable ([FdL99] 3.1.2). Hence these actions still are derived in the sense that they are given by the usual formula $(\mathfrak{x}, b) \longmapsto \mathfrak{x} b=\left.\frac{d}{d t} \exp _{\Gamma_{L}}(\mathfrak{t x}) b\right|_{t=0}$. The $\Gamma_{L}$-action on each $\mathcal{O}_{K}\left(\mathfrak{X}_{n}\right)$ and each $\mathcal{O}_{K}\left(\mathfrak{X}\left(s, s^{\prime}\right)\right)$ satisfies the condition (2.2) and is locally $L$-analytic.

For convenience we introduce the following notion.
Definition 2.19. A differentiable (continuous) $\Gamma_{L}$-action on a barrelled locally convex $K$-vector space $V$ is called $L$-analytic if the derived action $\operatorname{Lie}\left(\Gamma_{L}\right) \times V \longrightarrow V$ is $L$-bilinear.

We observe that with $V$ the induced $\Gamma_{L^{-}}$-action on any $\Gamma_{L}$-invariant closed barrelled subspace of $V$ is $L$-analytic as well.

If $X+{ }_{L T} Y$ denotes as before the formal group law of $L T$ then $\frac{\partial\left(X+_{L_{T}} Y\right)}{\partial Y}(Z, 0)$ is a unit in $o_{L}[[Z]]$ and we put $g_{L T}(Z):=\left(\frac{\partial\left(X+_{L_{T}} Y\right)}{\partial Y}(Z, 0)\right)^{-1}$. Then $g_{L T}(Z) d Z$ is, up to scalars, the unique invariant differential form on $L T$ ([Haz12] §5.8). As before we let $\log _{L T}(Z)=Z+\ldots$ denote the unique formal power series in $L[[Z]]$ whose formal derivative is $g_{L T}$. This $\log _{L T}$ is the logarithm of $L T$ and lies in $\mathcal{O}_{L}(\mathfrak{B})\left([\mathbf{L a n} 90]\right.$ 8.6). In particular, $g_{L T} d Z=d \log _{L T}$ and $\mathcal{O}_{L}(\mathfrak{B}) d Z=$ $\mathcal{O}_{L}(\mathfrak{B}) d \log _{L T}$. The invariant derivation $\partial_{\text {inv }}$ on $\mathcal{O}_{K}(\mathfrak{B})$ corresponding to the form $d \log _{L T}$ is determined by

$$
d F=\partial_{\mathrm{inv}}(F) d \log _{L T}=\partial_{\mathrm{inv}}(F) g_{L T} d Z=\frac{\partial F}{\partial Z} d Z
$$

and hence is given by

$$
\partial_{\mathrm{inv}}(F)=g_{L T}^{-1} \frac{\partial F}{\partial Z}
$$

The identity

$$
\nabla_{\mathcal{O}_{K}(\mathfrak{B})}=\log _{L T} \cdot \partial_{\mathrm{inv}}
$$

is shown in [KR09] Lemma 2.1.4.
Since the rigid variety $\mathfrak{X}$ is smooth of dimension one its sheaf of holomorphic differential forms is locally free of rank one. The group structure of $\mathfrak{X}$ forces this sheaf of modules to even be free (cf. [DG70] II §4.3.4). Hence the $\mathcal{O}_{L}(\mathfrak{X})$-module $\Omega_{L}(\mathfrak{X})$ of global holomorphic differential forms on $\mathfrak{X}$ is free of rank one. We claim that the differential form $d \log _{\mathfrak{X}}$ is invariant (for the group structure on $\mathfrak{X}$ ) and is a basis of $\Omega_{L}(\mathfrak{X})$. By the commutative diagram after Lemma 3.4 in [ST01] the function $\log _{\mathfrak{X}}$ corresponds, under the LT-isomorphism $\kappa$, to a nonzero scalar multiple of $\log _{L T}$. This implies our claim over $\mathbf{C}_{p}$ and then, by a simple descent argument with respect to the twisted Galois action, also over $L$. The invariant derivation $\partial_{\text {inv }}$ on $\mathcal{O}_{K}(\mathfrak{X})$ corresponding to the form $d \log _{\mathfrak{X}}$ is defined by

$$
d f=\partial_{\mathrm{inv}}(f) d \log _{\mathfrak{X}} .
$$

Using the LT-isomorphism it follows that

$$
\nabla_{\mathcal{O}_{K}(\mathfrak{X})}=\log _{\mathfrak{X}} \cdot \partial_{\mathrm{inv}}
$$

## 2.4. $\left(\varphi_{L}, \Gamma_{L}\right)$-modules

Let $M$ be any finitely generated module over some topological ring $R$. The canonical topology of $M$ is defined to be the quotient topology with respect to a surjective $R$-module homomorphism $\alpha: R^{m} \longrightarrow M$. It makes $M$ into a topological $R$-module. If the multiplication in $R$ is only separately continuous then the module multiplication $R \times M \longrightarrow M$ is only separately continuous as well. Any $R$-module homomorphism between two finitely generated $R$-modules is continuous for the canonical topologies. We also need a semilinear version of this latter fact.

Remark 2.20. Let $\psi: R \longrightarrow S$ be a continuous homomorphism of topological rings, let $M$ and $N$ be finitely generated $R$ - and $S$-modules, respectively, and let $\alpha: M \longrightarrow N$ be any $\psi$-linear map (i.e., $\alpha(r m)=\psi(r) \alpha(m)$ for any $r \in R$ and $m \in M)$; then $\alpha$ is continuous for the canonical topologies on $M$ and $N$.

Proof. The map

$$
\begin{aligned}
\alpha^{l i n}: S \otimes_{R, \psi} M & \longrightarrow N \\
s \otimes m & \longmapsto s \alpha(m)
\end{aligned}
$$

is $S$-linear. We pick free presentations $\lambda: R^{\ell} \rightarrow M$ and $\mu: S^{m} \rightarrow N$. Then we find an $S$-linear map $\beta$ such that the diagram

is commutative. All maps except possibly the lower left horizontal arrow are continuous. The universal property of the quotient topology then implies that $\alpha$ must be continuous as well.

Suppose now that $M$ is finitely generated projective over $R$. Then the homomorphism $\alpha$ has a continuous section $\sigma: M \longrightarrow R^{m}$. Hence $M$ is topologically isomorphic to the submodule $\sigma(M)$ of $R^{m}$ (equipped with the subspace topology). Suppose further that $R$ is Hausdorff, resp. complete. Then $R^{m}$ is Hausdorff, resp. complete. We see that $\sigma(M)$ and $M$ are Hausdorff. Furthermore it follows that $\sigma(M)=\operatorname{ker}\left(\operatorname{id}_{M}-\sigma \circ \alpha\right)$ is closed in $R^{m}$. Hence, if $R$ is complete, then also $M$ is complete.

In our applications $R$ usually is a locally convex $K$-algebra. If such an $R$ is barrelled then the canonical topology on any $M$ is barrelled as well (cf. [Sch02] Ex. 4 after Cor. 6.16).

Definition 2.21. A $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{K}(\mathfrak{X})$ is a finitely generated projective $\mathscr{R}_{K}(\mathfrak{X})$-module $M$ which carries a semilinear continuous (for the canonical topology) $o_{L} \backslash\{0\}$-action such that the $\mathscr{R}_{K}(\mathfrak{X})$-linear map

$$
\begin{aligned}
\varphi_{M}^{\text {lin }}: \mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} M & \stackrel{\cong}{\longrightarrow} M \\
f \otimes m & \longmapsto f \varphi_{M}(m)
\end{aligned}
$$

is bijective (writing the action of $\pi_{L}$ on $M$ as $\left.\varphi_{M}\right)$. Let $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$ denote the category of all $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{K}(\mathfrak{X})$.

The $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{K}(\mathfrak{X})$ are Hausdorff and complete. They also are barrelled since $\mathscr{R}_{K}(\mathfrak{X})$ as a locally convex inductive limit (Prop. 2.6.i) of Fréchet spaces is barrelled (cf. [Sch02] Ex. 2 and 3 after Cor. 6.16).

We briefly discuss scalar extension for $\left(\varphi_{L}, \Gamma_{L}\right)$-modules. Let $K \subseteq E \subseteq \mathbf{C}_{p}$ be another complete intermediate field. First we make the following simple observation.

Remark 2.22. Let $V_{1}$ and $V_{2}$ be two barrelled locally convex $K$-vector spaces; then $V_{1} \otimes_{K, \iota} V_{2}$ is barrelled as well.

Proof. The inductive tensor product topology on $V_{1} \otimes_{K} V_{2}$ is the finest locally convex topology such that all linear maps

$$
\begin{aligned}
V_{1} & \longrightarrow V_{1} \otimes_{K} V_{2} \quad \text { and } & V_{2} & \longrightarrow V_{1} \otimes_{K} V_{2} \quad \text { for any } v_{i} \in V_{i} \\
v & \longmapsto v \otimes v_{2} & & \longmapsto v_{1} \otimes v
\end{aligned}
$$

are continuous. It is basically by definition that any locally convex final topology with respect to maps which originate from barrelled spaces, like the above one, is barrelled.

Lemma 2.23. For any $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{K}(\mathfrak{X})$ we have:
i. $\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M=E \widehat{\otimes}_{K, \iota} M$;
ii. $\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M$ is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{E}(\mathfrak{X})$.

Proof. i. Obviously we have the algebraic identity

$$
\left(E \otimes_{K} \mathscr{R}_{K}(\mathfrak{X})\right) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M=E \otimes_{K} M
$$

We claim that this is a topological identity

$$
\left(E \otimes_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})\right) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M=E \otimes_{K, \iota} M,
$$

which extends to a topological isomorphism

$$
\left(E \widehat{\otimes}_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})\right) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M=E \widehat{\otimes}_{K, \iota} M
$$

Note that on the left hand sides the topology is given as follows: By viewing $M$ as a topological direct summand of some $\mathscr{R}_{K}(\mathfrak{X})^{m}$ we realize the left hand sides as topological direct summands of $\left(E \otimes_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})\right)^{m}$ and $\left(E \widehat{\otimes}_{K, \iota} \mathscr{R}_{K}(\mathfrak{X})\right)^{m}$, respectively. Hence our claim reduces to the case $M=\mathscr{R}_{K}(\mathfrak{X})$ where it is obvious. It remains to recall from Cor. 2.8 that $\mathscr{R}_{E}(\mathfrak{X})=E \widehat{\otimes}_{K, L} \mathscr{R}_{K}(\mathfrak{X})$.
ii. Clearly $\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M$ is finitely generated projective over $\mathscr{R}_{E}(\mathfrak{X})$. The $o_{L} \backslash\{0\}$-action extends by semilinearity to $\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M$ and satisfies

$$
\begin{aligned}
\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{E}(\mathfrak{X}), \varphi_{L}}\left(\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M\right) & =\mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})}\left(\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} M\right) \\
& \cong \mathscr{R}_{E}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X})} M .
\end{aligned}
$$

It remains to establish the continuity of the $o_{L} \backslash\{0\}$-action. Because of i. we may view it as the completed $E$-linear extension of the $o_{L} \backslash\{0\}$-action on $M$. Hence each individual element in $o_{L} \backslash\{0\}$-action certainly acts by a continuous linear endomorphism on $V:=E \otimes_{K, \iota} M$ and then also on $\widehat{V}=E \widehat{\otimes}_{K, \iota} M$. We still have to check that the resulting group actions $o_{L}^{\times} \times V \longrightarrow V$ and $o_{L}^{\times} \times \widehat{V} \longrightarrow \widehat{V}$ are continuous. Since $M$ is barrelled it follows from Remark 2.22 that $V$ is barrelled. For the continuity of the action on $V$ it therefore suffices, by the usual BanachSteinhaus argument, to check the continuity of the orbit maps

$$
\begin{aligned}
\rho_{v}: o_{L}^{\times} & \longrightarrow E \otimes_{K, \iota} M \quad \text { for any } v \in E \otimes_{K, \iota} M \\
a & \longmapsto a(v) .
\end{aligned}
$$

But this follows easily from the continuity of the $o_{L}^{\times}$-action on $M$. Let $\mathcal{C}_{c}\left(o_{L}^{\times}, V\right)$ denote the locally convex $K$-vector space of all continuous $V$-valued maps on $o_{L}^{\times}$ equipped with the compact-open topology. By [Bou61] X.3.4 Thm. 3 the continuity of the action $o_{L}^{\times} \times V \longrightarrow V$ is equivalent to the continuity of the linear map

$$
\begin{aligned}
V & \longrightarrow \mathcal{C}_{c}\left(o_{L}^{\times}, V\right) \\
v & \longmapsto \rho_{v} .
\end{aligned}
$$

Hence all solid arrows in the diagram

are continuous linear maps. Since $\mathcal{C}_{c}\left(o_{L}^{\times}, \widehat{V}\right)$ is Hausdorff and complete (cf. [Sch02] Example in $\S 17)$ there is a unique continuous linear map $\widehat{V} \longrightarrow \mathcal{C}_{c}\left(o_{L}^{\times}, \widehat{V}\right)$ which makes the diagram commutative. It corresponds to a continuous map $o_{L}^{\times} \times \widehat{V} \longrightarrow \widehat{V}$ which is easily seen to be the original $o_{L}^{\times}$-action on $\widehat{V}$. The latter therefore is continuous.

At various points we will need the following technical descent result.
Proposition 2.24. Let $M$ be a $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{K}(\mathfrak{X})$.

There exist a $p^{-p /(p-1)} \leq r_{0}<1$, a finitely generated projective $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ module $M_{0}$ with a semilinear continuous $o_{L}^{\times}$-action, and a semilinear continuous homomorphism

$$
\varphi_{M_{0}}: M_{0} \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}^{1 / p}\right)\right) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)} M_{0}
$$

such that the induced $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}^{1 / p}\right)\right)$-linear map

$$
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}^{1 / p}\right)\right) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right), \varphi_{L}} M_{0} \xrightarrow{\cong} \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}^{1 / p}\right)\right) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)} M_{0}
$$

is an isomorphism and such that

$$
\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)} M_{0}=M
$$

with the $o_{L}^{\times}$actions on both sides as well as $\varphi_{L} \otimes \varphi_{M_{0}}$ and $\varphi_{M}$ corresponding to each other.

Proof. For some appropriate integer $m \geq 1$ we can view $M \subseteq \mathscr{R}_{K}(\mathfrak{X})^{m}$ as the image of some projector $\Pi \in M_{m \times m}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$. The matrix $\Pi$ lies in $M_{m \times m}\left(\mathcal{O}_{K}(\mathfrak{X} \backslash\right.$ $\left.\mathfrak{X}\left(r_{0}\right)\right)$ ) for some $r_{0} \geq p^{-p /(p-1)}$, and we may define finitely generated projective $\mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))$-modules $M(r):=\Pi\left(\mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))^{m}\right)$ for any $r_{0} \leq r<1$. We have $M=\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))} M(r)$ and $M=\bigcup_{r_{0} \leq r<1} M(r)$.

Since $M(r)$ is finitely generated we further have $\varphi_{M}(M(r)) \subseteq M\left(r^{\prime}\right)$ for some $r^{\prime} \geq r$. But any set of generators for $M(r)$ also is a set of generators for $M\left(r^{\prime}\right)$. It follows (cf. Lemma 2.11) that $\varphi_{M}\left(M\left(r^{\prime}\right)\right) \subseteq M\left(r^{\prime / p}\right)$. The associated linear map

$$
\begin{aligned}
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r^{\prime 1 / p}\right)\right) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r^{\prime}\right)\right), \varphi_{L}} M\left(r^{\prime}\right) & \longrightarrow M\left(r^{\prime 1 / p}\right) \\
f \otimes m & \longmapsto f \varphi_{M}(m)
\end{aligned}
$$

has the property that its base change to $\mathscr{R}_{K}(\mathfrak{X})$ is an isomorphism. The cokernel being finitely generated must already vanish after enlarging $r^{\prime}$ sufficiently. Then the map is surjective and, by the projectivity of the modules, splits. Hence the kernel is finitely generated as well and vanishes after further enlarging $r^{\prime}$. By enlarging the initial $r_{0}$ we therefore may assume that

$$
\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r^{1 / p}\right)\right) \otimes_{\mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r)), \varphi_{L}} M(r) \cong M\left(r^{1 / p}\right) \quad \text { for any } r_{0} \leq r<1
$$

By Remark 2.20 the $\operatorname{map} \varphi_{M}: M(r) \longrightarrow M\left(r^{1 / p}\right)$ is continuous.
By assumption the orbit map $\rho_{m}: o_{L}^{\times} \longrightarrow M$, for any $m \in M$, which sends $a$ to $a(m)$, is continuous. Hence its image is compact and, in particular, bounded. But $M$ is, as a consequence of Prop. 2.6.i, the regular inductive limit of the $M(r)$. It follows that the image of $\rho_{m}$ already is contained in some $M(r)$ and is bounded in the canonical topology of $M(r)$ as an $\mathcal{O}_{K}(\mathfrak{X} \backslash \mathfrak{X}(r))$-module. Using Prop. 2.5.i we obtain that the image of $\rho_{m}$ is compactoid in $M(r)$. If we apply this to finitely many generators of $M\left(r_{0}\right)$ then we see that, by further enlarging $r_{0}$, we also may assume that the $o_{L}^{\times}$-action on $M$ preserves $M(r)$ for any $r \geq r_{0}$. By [PGS10] Cor. 3.8.39 the continuous inclusion $M(r) \subseteq M$ restricts to a homeomorphism between the image of $\rho_{m}$ in $M(r)$ and its image in $M$. It follows that $\rho_{m}: o_{L}^{\times} \longrightarrow M(r)$ is continuous. On the other hand, for each individual $a \in o_{L}^{\times}$, the map $a: M(r) \longrightarrow M(r)$ is $a_{*}$-linear and hence continuous by Remark 2.20. Together we have shown that the $o_{L}^{\times}$-action on $M(r)$ is separately continuous. Since $o_{L}^{\times}$is compact and the Fréchet space $M(r)$ is barrelled it is, in fact, jointly continuous by the nonarchimedean Banach-Steinhaus theorem.

Proposition 2.25. Any continuous (for the canonical topology) semilinear $\Gamma_{L^{-}}$ action on a finitely generated projective module $M$ over any of the rings $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$, for $n \geq 1$, or $\mathscr{R}_{K}(\mathfrak{X})$ is differentiable.

Proof. First we consider $M$ over $\mathscr{R}_{K}(\mathfrak{X})$. As seen from its proof the descent result Prop. 2.24 holds equally true without a $\varphi_{M}$. Hence, for some sufficiently big $n_{0}$, we find a finitely generated projective $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n_{0}}\right)$-module $M_{n_{0}}$ with a continuous semilinear $\Gamma_{L^{-}}$action such that $M=\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n_{0}}\right)} M_{n_{0}}$ as $\Gamma_{L^{-}}$ modules. For any $n \geq n_{0}$, the finitely generated projective module

$$
M_{n}:=\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \otimes_{\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n_{0}}\right)} M_{n_{0}}
$$

over $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ carries the continuous semilinear (diagonal) $\Gamma_{L^{-}}$-action. The $\Gamma_{L^{-}}$ equivariant maps $M_{n} \longrightarrow M_{n+1} \longrightarrow M$ are continuous (by Remark 2.20), and $M=\bigcup_{n \geq n_{0}} M_{n}$. This reduces the differentiability of $M$ to the differentiability of each $M_{n}$.

So, in the following we fix an $n \geq 1$ and consider $M$ over $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}{ }_{n}\right)$. We abbreviate $\mathfrak{Y}:=\mathfrak{X} \backslash \mathfrak{X}_{n}$. According to Prop. 2.1 the quasi-Stein space $\mathfrak{Y}$ has an admissible covering by an increasing sequence of $\Gamma_{L}$-invariant affinoid subdomains

$$
\mathfrak{X}\left(s_{1}, s_{1}^{\prime}\right) \subseteq \ldots \subseteq \mathfrak{X}\left(s_{i}, s_{i}^{\prime}\right) \subseteq \ldots
$$

such that the restriction maps $\mathcal{O}_{K}\left(\mathfrak{X}\left(s_{i+1}, s_{i+1}^{\prime}\right)\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{X}\left(s_{i}, s_{i}^{\prime}\right)\right)$ have dense image. We then have the finitely generated projective modules

$$
M_{i}:=\mathcal{O}_{K}\left(\mathfrak{X}\left(s_{i}, s_{i}^{\prime}\right)\right) \otimes_{\mathcal{O}_{K}(\mathfrak{Y})} M
$$

over $\mathcal{O}_{K}\left(\mathfrak{X}\left(s_{i}, s_{i}^{\prime}\right)\right)$ with a continuous semilinear (diagonal) $\Gamma_{L}$-action. The covering property implies that $M=\lim _{i} M_{i}$ holds true topologically for the canonical topologies (as well as $\Gamma_{L}$-equivariantly). This reduces the differentiability of $M$ to the differentiability of the $\Gamma_{L}$-action on each $M_{i}$. But, as we have discussed before Def. 2.19, the $\Gamma_{L^{-}}$-action on $\mathcal{O}_{K}\left(\mathfrak{X}\left(s_{i}, s_{i}^{\prime}\right)\right)$ satisfies the condition (2.2). Hence, by Prop. 2.16, the $\Gamma_{L}$-action on $M_{i}$ even is locally $\mathbf{Q}_{p}$-analytic.

Addendum: First suppose that $M$ over $\mathscr{R}_{K}(\mathfrak{X})$ is $L$-analytic. Then each $M_{n}$ is $L$-analytic since $M_{n}$ is a Lie $\left(\Gamma_{L}\right)$-invariant $K$-vector subspace of $M$. Next suppose that $M$ over $\mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)$ is $L$-analytic. Then each $M_{i}$ is $L$-analytic since the natural map $M \longrightarrow M_{i}$ has dense image (cf. [ST03] Thm. in §3).

This result allows us to introduce the full subcategory $\operatorname{Mod}_{L, a n}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$ of all $L$-analytic (Def. 2.19) ( $\left.\varphi_{L}, \Gamma_{L}\right)$-modules in $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$.

There is a useful duality functor on the category $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$. Let $M$ be $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{K}(\mathfrak{X})$. The dual module $M^{*}:=\operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(M, \mathscr{R}_{K}(\mathfrak{X})\right)$ again is finitely generated projective over $\mathscr{R}_{K}(\mathfrak{X})$.

Remark 2.26. For any finitely generated projective $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$-module $N$ the canonical topology on $\operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(N, \mathscr{R}_{K}(\mathfrak{X})\right)$ coincides with the topology of pointwise convergence.

Proof. Since the formation of both topologies commutes with direct sums it suffices to consider $N=\mathscr{R}_{K}(\mathfrak{X})$, in which case the assertion is straightforward..

It is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module with respect to

$$
\gamma(\alpha):=\gamma \circ \alpha \circ \gamma^{-1} \quad \text { and } \quad \varphi_{M^{*}}(\alpha):=\varphi_{L}^{l i n} \circ\left(\operatorname{id}_{\mathscr{R}_{K}(\mathfrak{X})} \otimes \alpha\right) \circ\left(\varphi_{M}^{l i n}\right)^{-1}
$$

for any $\gamma \in \Gamma_{L}$ and any $\alpha \in \operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(M, \mathscr{R}_{K}(\mathfrak{X})\right)$. Each individual such operator on $M^{*}$ is continuous by Remark 2.20. If we use $\varphi_{M}^{l i n}$ and $\varphi_{L}^{l i n}$ to identify $\operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(M, \mathscr{R}_{K}(\mathfrak{X})\right)$ and

$$
\begin{aligned}
\operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} M,\right. & \left.\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} \mathscr{R}_{K}(\mathfrak{X})\right) \\
& =\operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(M, \mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} \mathscr{R}_{K}(\mathfrak{X})\right)
\end{aligned}
$$

then $\varphi_{M^{*}}^{\text {lin }}$ becomes the map

$$
\begin{aligned}
\mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} \operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}( & \left.M, \mathscr{R}_{K}(\mathfrak{X})\right) \\
& \longrightarrow \operatorname{Hom}_{\mathscr{R}_{K}(\mathfrak{X})}\left(M, \mathscr{R}_{K}(\mathfrak{X}) \otimes_{\mathscr{R}_{K}(\mathfrak{X}), \varphi_{L}} \mathscr{R}_{K}(\mathfrak{X})\right)
\end{aligned}
$$

given by $f \otimes \alpha \longmapsto[m \mapsto f \otimes \alpha(m)]$, which does not involve the $\left(\varphi_{L}, \Gamma_{L}\right)$-structure any longer. To see that the latter map is bijective we may first reduce, since $M$ is projective, to the case of a finitely generated free module $M$ and then to the case $M=\mathscr{R}_{K}(\mathfrak{X})$, in which the bijectivity is obvious. Since $\Gamma_{L}$ is compact and $M^{*}$ is barrelled it remains, by the nonarchimedean Banach-Steinhaus theorem, to show, for the joint continuity of the $\Gamma_{L}$-action on $M^{*}$, that for any $\alpha \in M^{*}$ the map $\Gamma_{L} \longrightarrow M^{*}$ sending $\gamma$ to $\gamma(\alpha)$ is continuous. Because of Remark 2.26 it suffices to check that, for any $m \in M$, the map $\Gamma_{L} \longrightarrow M$ sending $\gamma$ to $\gamma(\alpha(m))=$ $\gamma\left(\alpha\left(\gamma^{-1}(m)\right)\right.$ is continuous. This is a straightforward consequence of the continuity of the $\Gamma_{L}$-action on $M$ and on $\mathscr{R}_{K}(\mathfrak{X})$.

As an application we make the following technically helpful observation.
Remark 2.27. For any $M$ in $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$ the $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M \oplus M^{*}$ is free over $\mathscr{R}_{K}(\mathfrak{X})$.

Proof. As a module $M$ is isomorphic to a direct sum of invertible ideals. Hence it suffices to consider an invertible ideal $I$ in $\mathscr{R}_{K}(\mathfrak{X})$. Then $I \oplus I^{*} \cong I \oplus I^{-1} \cong$ $\mathscr{R}_{K}(\mathfrak{X}) \oplus I I^{-1}=\mathscr{R}_{K}(\mathfrak{X}) \oplus \mathscr{R}_{K}(\mathfrak{X})$ by Cor. 2.2.ii.

Of course, everything above makes sense and is valid with $\mathfrak{B}$ instead of $\mathfrak{X}$. In particular, we have the categories $\operatorname{Mod}_{L, a n}\left(\mathscr{R}_{K}(\mathfrak{B})\right) \subseteq \operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{B})\right)$ of all $L$-analytic, resp. of all, $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{K}(\mathfrak{B})$.

We also add the following fact which will be crucial for the definition of etale $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-modules in section 3.3.

Proposition 2.28. We have $\mathscr{R}_{K}(\mathfrak{X})^{\times}=\mathscr{E}_{K}^{\dagger}(\mathfrak{X})^{\times}$.
Proof. Let $f \in \mathscr{R}_{K}(\mathfrak{X})^{\times}$. We have $f \in \mathcal{O}_{K}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)^{\times}$for some sufficiently large $n$. It suffices to show that $f$ is bounded. By symmetry then $f^{-1}$ is bounded as well so that $f \in \mathcal{O}_{K}^{b}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)^{\times} \subseteq \mathscr{E}_{K}^{\dagger}(\mathfrak{X})^{\times}$. Since boundedness can be checked after scalar extension to $\mathbf{C}_{p}$ we may assume that $K=\mathbf{C}_{p}$. Using the LT-isomorphism this reduces us to showing that any unit in $\mathcal{O}_{K}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)$ is bounded. But this is well known to follow from [Laz65] Prop. 4.1).

## CHAPTER 3

## Construction of $\left(\varphi_{L}, \Gamma_{L}\right)$-Modules

In this chapter, we prove theorems $A, B$ and $C$. The main idea is to compare $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathfrak{B}$ and $\mathfrak{X}$ using the Colmez-Sen-Tate method. We start by reviewing this method, and then apply it to our situation. After that, we explain how to construct $\left(\varphi_{L}, \Gamma_{L}\right)$-modules from filtered $\varphi_{L}$-modules.

### 3.1. An application of the Colmez-Sen-Tate method

In the following the Colmez-Sen-Tate formalism as formulated in [BC08] will be of crucial technical importance. In this section we therefore recall it, complement it somewhat, and prove an essential additional result.

Let $A$ be an $L$-Banach algebra with a submultiplicative norm $\left\|\|_{A}\right.$. For any complete intermediate field $\mathbf{Q}_{p} \subseteq K \subseteq \mathbf{C}_{p}$ we denote by $A_{K}:=K \widehat{\otimes}_{L} A$ the tensor product completed with respect to the tensor product norm $\left\|\left\|_{A_{K}}:=| | \otimes\right\|\right\|_{A}$.

Remark 3.1. There is a subtle point here which one has to keep in mind. Let $A$ be a reduced affinoid $L$-algebra with supremum norm $\left\|\|_{\text {sup }, A}\right.$. The affinoid $K$-algebra $A_{K}$ again is reduced ([Con99] Lemma 3.3.1(1)). But, in general, the supremum norm $\left\|\|_{\text {sup }, A_{K}}\right.$ is NOT equal to the tensor product norm $\| \|_{A_{K}}:=$ $\left|\mid \otimes\| \|_{\text {sup }, A}\right.$; the two are only equivalent ([BGR84] Thm. 6.2.4/1).

Suppose that $K / L$ is unramified. Then $g r_{| |}(K)=k_{K} \otimes_{k_{L}} g r_{| |}(L)$, where $k_{L}$ denotes the residue class field of $L$. We therefore have

$$
g r_{\| \|_{A_{K}}}\left(A_{K}\right)=g r_{| |}(K) \otimes_{g r_{\mid} \mid}(L) g r_{\| \|_{\text {sup }, A}}(A)=k_{K} \otimes_{k_{L}} g r_{\| \|_{\text {sup }, A}}(A) .
$$

The supremum norm being power-multiplicative the algebra $g r_{\|} \|_{\text {sup }, A}(A)$ is reduced. Since $k_{K} / k_{L}$ is unramified the above right hand algebra is reduced as well. Hence $g r_{\| \|_{A_{K}}}\left(A_{K}\right)$ is reduced, which in turn implies that $\left\|\|_{A_{K}}\right.$ is powermultiplicative and therefore must be equal to $\left\|\|_{\text {sup }, A_{K}}\right.$.

If $\mathbf{Q}_{p} \subseteq F \subseteq \mathbf{C}_{p}$ is an arbitrary intermediate field then $\widehat{F}$ denotes its completion.

The Galois group $G_{L}$ acts continuously and isometrically on $\mathbf{C}_{p}$ and hence continuously, semilinearly, and isometrically on $A_{\mathbf{C}_{p}}$ (through the first factor). Of course, it then also acts continuously on $\mathrm{GL}_{m}\left(A_{\mathbf{C}_{p}}\right)$ for any $m \geq 1$.

Remark 3.2. We have $\left(A_{\mathbf{C}_{p}}\right)^{G_{K}}=A_{K}$.
Proof. It suffices to show that $\left(\mathbf{C}_{p} \widehat{\otimes}_{K} A\right)^{G_{K}} \subseteq A$. It is easy to see that any element of $\mathbf{C}_{p} \widehat{\otimes}_{K} A$ is contained in $\mathbf{C}_{p} \widehat{\otimes}_{K} A_{0}$ for some Banach subspace of countable type $A_{0} \subseteq A$. Hence we may assume that $A$ is of countable type. The case of a finite dimensional $A$ being trivial we then further may assume, by [PGS10] Cor. 2.3.9, that $A=c_{0}(K)$ (notation as in the proof of Lemma 2.3). In this case we have $\left(\mathbf{C}_{p} \widehat{\otimes}_{K} c_{0}(K)\right)^{G_{K}}=c_{0}\left(\mathbf{C}_{p}\right)^{G_{K}}=c_{0}(K)$.

We put $L_{n}:=L\left(\mu_{p^{n}}\right)$ and $L^{c y c}:=\bigcup_{n} L_{n}$ and we let $H_{L}^{c y c}:=\operatorname{Gal}\left(\bar{L} / L^{c y c}\right)$ and $\Gamma_{L}^{c y c}:=\operatorname{Gal}\left(L^{c y c} / L\right)$. According to $[\mathbf{B C 0 8}]$ Prop.s 3.1.4 and 4.1.1 the Banach algebra $A_{\mathbf{C}_{p}}$ verifies the Colmez-Sen-Tate conditions for any constants $c_{1}, c_{2}>0$ and $c_{3}>\frac{1}{p-1}$. It is not necessary to here recall the content of the Colmez-Sen-Tate conditions; for the sake of clarity we only point out that in the notations of loc. cit. we have $\widetilde{\Lambda}=A_{\mathbf{C}_{p}}$ and $\Lambda_{H_{L}^{c y c}, n}=L_{n} \otimes_{L} A=A_{L_{n}}$. What is important is that this has the following consequences.

## Proposition 3.3.

i. For any sufficiently large $n$ there is a $G_{L}$-invariant decomposition into $A_{L_{n}}$-submodules $A_{\widehat{L^{c y c}}}=A_{L_{n}} \oplus X_{L, n}$; in particular, $X_{L, n}^{\Gamma_{L_{n}}^{c y c}}=0$.
ii. Given any continuous 1-cocycle $c: G_{L} \longrightarrow \mathrm{GL}_{m}\left(A_{\mathbf{C}_{p}}\right)$ there exists a finite Galois extension $L^{\prime} / L$ and an integer $n \geq 0$ such that there is a continuous 1-cocycle on $G_{L}$ which is cohomologous to $c$, has values in $\mathrm{GL}_{m}\left(A_{L_{n}^{\prime}}\right)$, and is trivial on $H_{L^{\prime}}^{c y c}$.
Proof. i. This is immediate from the condition (TS2) in [BC08] §3.1. ii. This is a somewhat less precise form of [BC08] Prop. 3.2.6 (the $k$ there is irrelevant since $p$ is invertible in $\widetilde{\Lambda}$ ).

Let $P$ be a finitely generated free $A_{\mathbf{C}_{p}}$-module of rank $r$ and consider any continuous semilinear action of $G_{L}$ on $P$. Note that $P$ as well as $\operatorname{End}_{A_{\mathbf{C}_{p}}}(P)$ are naturally topological $A_{\mathbf{C}_{p}}$-modules.

## Corollary 3.4. We have:

i. $P^{H_{L}^{c y c}}$ is a projective $A_{\widehat{c^{c y c}}}$-module of rank $r$, and $A_{\mathbf{C}_{p}} \otimes_{A_{L} \text { cyc }} P^{H_{L}^{c y c}}=P$.
ii. For any sufficiently large $n, P^{H_{L}^{c y c}}$ contains a $\Gamma_{L}^{c y c}$-invariant $A_{L_{n}}$-submodule $Q_{n}$ which satisfies:
a) $Q_{n}$ is projective of rank $r$,
b) $A_{\widehat{L^{c y c}}} \otimes_{A_{L_{n}}} Q_{n}=P^{H_{L}^{c y c}}$, and
c) there is a finite extension $L^{\prime} / L_{n}$ such that $A_{L^{\prime}} \otimes_{L_{n}} Q_{n}$ is a free $A_{L^{\prime \prime}}$ module.
iii. for any $Q_{n}$ as in ii. there is an $m \geq n$ such that $P^{G_{L}} \subseteq A_{L_{m}} \otimes_{A_{L_{n}}} Q_{n}$; in particular, $P^{G_{L}}$ is a submodule of a finitely generated free $A$-module.
Proof. i. and ii. We fix a free $A$-module $P_{0}$ of rank $r$ such that $A_{\mathbf{C}_{p}} \otimes_{A} P_{0}=P$, and we let act $G_{L}$ continuously and semilinearly on $\operatorname{End}_{A_{\mathbf{C}_{p}}}(P)$ by

$$
\begin{aligned}
G_{L} \times \operatorname{End}_{A_{\mathbf{C}_{p}}}(P) & \longrightarrow \operatorname{End}_{A_{\mathbf{C}_{p}}}(P) \\
(\sigma, \alpha) & \longmapsto\left(\sigma \otimes \operatorname{id}_{P_{0}}\right) \circ \alpha \circ\left(\sigma^{-1} \otimes \operatorname{id}_{P_{0}}\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
c: G_{L} & \longrightarrow \operatorname{Aut}_{A_{\mathbf{C}_{p}}}(P) \\
\sigma & \longmapsto \sigma \circ\left(\sigma^{-1} \otimes \operatorname{id}_{P_{0}}\right)
\end{aligned}
$$

is a continuous 1-cocycle. By Prop. 3.3.ii there are a finite Galois extension $L^{\prime} / L$, a natural number $n \geq 0$, and an element $\beta \in \operatorname{Aut}_{A_{\mathbf{C}_{p}}}(P)$ such that the cohomologous cocycle

$$
c^{\prime}(\sigma)=\beta \circ c(\sigma) \circ\left(\sigma \otimes \operatorname{id}_{P_{0}}\right) \circ \beta^{-1} \circ\left(\sigma^{-1} \otimes \operatorname{id}_{P_{0}}\right)=\beta \circ \sigma \circ \beta^{-1} \circ\left(\sigma^{-1} \otimes \operatorname{id}_{P_{0}}\right)
$$

on $G_{L}$ has values in $\operatorname{Aut}_{A_{L_{n}^{\prime}}}\left(A_{L_{n}^{\prime}} \otimes_{A} P_{0}\right)$ and is trivial on $H_{L^{\prime}}^{c y c}$. It follows that $\sigma=\beta^{-1} \circ\left(\sigma \otimes \operatorname{id}_{P_{0}}\right) \circ \beta$ for any $\sigma \in H_{L^{\prime}}^{c y c}$ and hence that

$$
P^{H_{L^{\prime}}^{c y c}}=\beta^{-1}\left(P^{H_{L^{\prime}}^{c y c} \otimes \operatorname{id}_{P_{0}}=1}\right)=\beta^{-1}\left(A_{\mathbf{C}_{p}^{\prime}}^{H_{L^{\prime}}^{c y c}} \otimes_{A} P_{0}\right)=\beta^{-1}\left(A_{\widehat{L^{\prime c y c}}} \otimes_{A} P_{0}\right)
$$

In particular, $P^{H_{L^{\prime}}^{c y c}}$ is a free $A_{\widehat{L^{\prime} c y c}}-$ module of rank $r$ and $A_{\mathbf{C}_{p}} \otimes_{A_{\overline{L^{\prime} c y c}}} P^{H_{L^{\prime}}^{c y c}}=P$. Moreover, the residual action of $G_{L} / H_{L^{\prime}}^{c y c}$ on $P^{H_{L^{\prime}}^{c y c}}$ leaves the free $A_{L_{n}^{\prime}}$-submodule $Q^{\prime}:=\beta^{-1}\left(A_{L_{n}^{\prime}} \otimes_{A} P_{0}\right)$ of rank $r$ invariant.

By the usual finite Galois descent formalism (cf. [BC08] Prop. 2.2.1 and [Bou85] II.5.3 Prop. 4) we conclude that $P^{H_{L}^{\text {cyc }}}$ is a projective $A_{\widehat{L^{c y c} c}}$-module of rank $r$ with $A_{\mathbf{C}_{p}} \otimes_{A_{L} c y c} P^{H_{L}^{c y c}}=P$ and that the $\Gamma_{L}^{c y c}$-action on $P^{H_{L}^{c y c}}$ leaves invariant the projective $A_{L_{n}^{\prime}}^{H_{L}^{c y c}}$-submodule $Q:=\left(Q^{\prime}\right)^{H_{L}^{c y c}}$ of rank $r$. By construction we have $A_{\widehat{L^{c y c}}} \otimes_{A_{L_{n}^{\prime}}^{H_{L}^{c y c}}} Q=P^{H_{L}^{\text {cyc }}}$. By enlarging $n$ we achieve that $A_{L_{n}^{L}}^{H_{c}^{c y c}}=A_{L_{n}}$.
iii. We fix a $Q_{n}$ as in ii. We may assume that $L^{\prime} / L_{n}$ is Galois and that $L^{c y c} \cap L^{\prime}=L_{n}$. By assumption the $A_{L^{\prime}}$-module $Q^{\prime}:=A_{L^{\prime}} \otimes_{A_{L_{n}}} Q_{n}$ is free. For any sufficiently big $m \geq n$ we have

$$
\begin{aligned}
P^{H_{L^{\prime}}^{c y c}} & =A_{\widehat{L^{\prime} \text { cyc }}} \otimes_{A_{L^{c} \text { cyc }}} P^{H_{L}^{\text {cyc }}}=A_{\widehat{L^{\prime} \text { cyc }}} \otimes_{A_{L_{n}}} Q_{n}=A_{\widehat{L^{\prime c y c}}} \otimes_{A_{L^{\prime}}} Q^{\prime} \\
& =\left(A_{L_{m}^{\prime}} \otimes_{A_{L^{\prime}}} Q^{\prime}\right) \oplus\left(X_{L^{\prime}, m} \otimes_{A_{L^{\prime}}} Q^{\prime}\right)
\end{aligned}
$$

where the first and the last identity uses finite Galois descent and Prop. 3.3.i, respectively. Suppose that we find sufficiently big integers $m \geq \ell \geq n$ such that

$$
\begin{equation*}
\left(X_{L^{\prime}, m} \otimes_{A_{L^{\prime}}} Q^{\prime}\right)^{\Gamma_{L_{\ell}^{\prime}}^{c y c}}=0 \tag{3.1}
\end{equation*}
$$

We then obtain

$$
P^{G_{L}} \subseteq\left(A_{L_{m}^{\prime}} \otimes_{A_{L^{\prime}}} Q^{\prime}\right)^{H_{L}^{c y c}}=\left(A_{L_{m}^{\prime}} \otimes_{A_{L_{n}}} Q_{n}\right)^{H_{L}^{c y c}}=A_{L_{m}} \otimes_{A_{L_{n}}} Q_{n}
$$

with the last identity again using finite Galois descent.
In order to establish (3.1) we note that the group $\Gamma_{L^{\prime}}^{c y c}$ acts $A_{L^{\prime}}$ linearly on $Q^{\prime}$. The same computation as in the proof of Prop. 2.16 shows that for a sufficiently big $\ell \geq n$ we have

$$
\|(\gamma-1)(x)\|_{Q^{\prime}}<p^{-c_{3}}\|x\|_{Q^{\prime}} \quad \text { for any } \gamma \in \Gamma_{L_{\ell}^{\prime}}^{c y c} \text { and } x \in Q^{\prime}
$$

We fix an element $\gamma_{0} \in \Gamma_{L_{\ell}^{\prime}}^{c y c}$ of infinite order. The Colmez-Sen-Tate condition (TS3) in [BC08] §3.1 says that, for $m \geq \ell$ sufficiently big, we have

$$
\left\|\left(\gamma_{0}-1\right)(a)\right\|_{A_{\mathbf{C}_{p}}} \geq p^{-c_{3}}\|a\|_{A_{\mathbf{C}_{p}}} \quad \text { for any } a \in X_{L^{\prime}, m}
$$

We claim that $\gamma_{0}$ has no nonzero fixed vector in $X_{L^{\prime}, m} \otimes_{A_{L^{\prime}}} Q^{\prime}$.
Let $e_{1}, \ldots, e_{r}$ be a basis of $Q^{\prime}$ over $A_{L^{\prime}}$. We equip $P=A_{\mathbf{C}_{p}} e_{1} \oplus \ldots \oplus A_{\mathbf{C}_{p}} e_{r}$ with the norm $\left\|\sum_{i=1}^{r} a_{i} e_{i}\right\|:=\max _{i}\left\|a_{i}\right\|_{A_{\mathbf{C}_{p}}}$. We may assume that $\left\|\left\|_{Q^{\prime}}=\right\|\right\|_{\mid Q^{\prime}}$. For any $0 \neq y=\sum_{i} a_{i} e_{i} \in X_{L^{\prime}, m} \otimes_{A_{L^{\prime}}} Q^{\prime}$ (with $a_{i} \in X_{L^{\prime}, m}$ ) we have

$$
\left\|\sum_{i}\left(\gamma_{0}-1\right)\left(a_{i}\right) \cdot e_{i}\right\|=\max _{i}\left\|\left(\gamma_{0}-1\right)\left(a_{i}\right)\right\|_{A_{\mathbf{C}_{p}}} \geq p^{-c_{3}} \max _{i}\left\|a_{i}\right\|_{A_{\mathbf{C}_{p}}}
$$

and

$$
\left\|\sum_{i} \gamma_{0}\left(a_{i}\right)\left(\gamma_{0}-1\right)\left(e_{i}\right)\right\| \leq \max _{i}\left\|a_{i}\right\|_{A_{\mathbf{C}_{p}}} \cdot\left\|\left(\gamma_{0}-1\right)\left(e_{i}\right)\right\|_{Q^{\prime}}<p^{-c_{3}} \max _{i}\left\|a_{i}\right\|_{A_{\mathbf{C}_{p}}}
$$

It follows that

$$
\begin{aligned}
\left(\gamma_{0}-1\right)(y) & =\left(\gamma_{0}-1\right)\left(\sum_{i} a_{i} e_{i}\right) \\
& =\sum_{i}\left(\gamma_{0}-1\right)\left(a_{i}\right) \cdot e_{i}+\sum_{i} \gamma_{0}\left(a_{i}\right)\left(\gamma_{0}-1\right)\left(e_{i}\right) \\
& \neq 0
\end{aligned}
$$

We fix an $n$ together with $Q_{n}$ as in Cor. 3.4.ii and such that, for simplicity, $\Gamma_{L_{n}}^{c y c}$ is topologically cyclic. The group $\Gamma_{L_{n}}^{c y c}$ is locally $\mathbf{Q}_{p}$-analytic since it is, via the cyclotomic character $\chi_{c y c}$, an open subgroup of $\mathbf{Z}_{p}^{\times}$. It acts $A_{L_{n}}$-linearly on $Q_{n}$. The condition (2.2) trivially holds for the trivial $\Gamma_{L_{n}}^{c y c}$-action on $A_{L_{n}}$. Therefore Prop. 2.16 applies so that:

Corollary 3.5. The $\Gamma_{L_{n}}^{c y c}$-action on $Q_{n}$ is locally $\mathbf{Q}_{p}$-analytic.
In particular, we have the linear operator $\nabla_{S e n}$ on $Q_{n}$ which is given by the derived action of $\nabla_{c y c}:=\operatorname{Lie}\left(\chi_{c y c}\right)^{-1}(1) \in \operatorname{Lie}\left(\Gamma_{L_{n}}^{c y c}\right)$. If $\gamma$ is a topological generator of $\Gamma_{L_{n}}^{c y c}$ then $\nabla_{S e n}$ is explicitly given by

$$
\nabla_{S e n}=\frac{\log \left(\gamma^{p^{j}}\right)}{\log \chi_{c y c}\left(\gamma^{p^{j}}\right)} \quad \text { for any sufficiently big } j \in \mathbf{Z}_{\geq 0}
$$

The notation $\nabla_{S e n}$ is justified by the fact that, being defined by deriving the action of $\Gamma_{L}^{c y c}$, these operators for various $n$ and $Q_{n}$ all are compatible in an obvious sense.

Lemma 3.6. Suppose that $\nabla_{\text {Sen }}=0$. Then $P^{G_{L}}$ is a projective $A$-module of rankr and $A_{\mathbf{C}_{p}} \otimes_{A} P^{G_{L}}=P$.

Proof. The assumption implies that $\gamma^{p^{j}}$ for any sufficiently big $j$ fixes $Q_{n}$. Replacing $n$ by $n+j$ and $Q_{n}$ by $A_{L_{n+j}} \otimes_{A_{L_{n}}} Q_{n}$ we therefore may assume that $Q_{n} \subseteq P^{G_{L_{n}}}$ and that $n$ satisfies Prop. 3.3.i. We then compute

$$
\begin{aligned}
P^{G_{L_{n}}} & =\left(P^{H_{L}^{c y c}}\right)^{\Gamma_{L_{n}}^{c y c}}=\left(A_{\widehat{L^{c y c}}} \otimes_{A_{L_{n}}} Q_{n}\right)^{\Gamma_{L_{n}}^{c y c}} \\
& =\left(\left(A_{L_{n}} \oplus X_{L, n}\right) \otimes_{A_{L_{n}}} Q_{n}\right)^{\Gamma_{L_{n}}^{c c c}} \\
& =Q_{n} \oplus\left(X_{L_{, n}} \otimes_{A_{L_{n}}} Q_{n}\right)^{\Gamma_{L_{n}}^{c y c}} \\
& =Q_{n} \oplus\left(X_{L, n}^{\Gamma_{L_{n}}^{c y c}} \otimes_{A_{L_{n}}} Q_{n}\right) \\
& =Q_{n}
\end{aligned}
$$

where the fourth identity uses the projectivity of $Q_{n}$. The assertion follows from this by Galois descent.

Now we suppose given an $L$-Banach algebra $B$ (with submultiplicative norm) on which the group $o_{L}^{\times}$acts continuously by ring automorphisms. By linearity and continuity this action extends to a continuous $o_{L}^{\times}$-action on $B_{\mathbf{C}_{p}}$ (compare the proof of Lemma 2.23.ii). It allows us to introduce the twisted $G_{L}$-action on $B_{\mathbf{C}_{p}}=\mathbf{C}_{p} \widehat{\otimes}_{L} B$ by

$$
{ }^{\sigma *}(c \otimes b):=\sigma(c) \otimes \tau\left(\sigma^{-1}\right)(b) \quad \text { for } c \in \mathbf{C}_{p}, b \in B, \text { and } \sigma \in G_{L}
$$

The fixed elements $A:=B_{\mathbf{C}_{p}, *}^{G_{L}}$ in $B_{\mathbf{C}_{p}}$ with respect to this twisted action form an $L$-Banach algebra. We assume that

$$
\begin{equation*}
A_{\mathbf{C}_{p}}=B_{\mathbf{C}_{p}} \tag{3.2}
\end{equation*}
$$

We also suppose that our free $A_{\mathbf{C}_{p}}$-module $P$ is of the form

$$
P=B_{\mathbf{C}_{p}} \otimes_{B} P_{0}
$$

for some finitely generated projective $B$-module $P_{0}$ which carries a continuous semilinear action of $o_{L}^{\times}$. By the arguments in the proof of Lemma 2.23 this action extends to a continuous semilinear action on $P$ (and we have $P=\mathbf{C}_{p} \widehat{\otimes}_{L} P_{0}$ with $\gamma \in \Gamma_{L}=o_{L}^{\times}$acting as $\operatorname{id}_{\mathbf{C}_{p}} \widehat{\otimes} \gamma$ ). We then have a twisted $G_{L}$-action on $P$ as well by

$$
{ }^{\sigma *}(b \otimes x):={ }^{\sigma *} b \otimes \tau\left(\sigma^{-1}\right)(x) \quad \text { for } b \in B_{\mathbf{C}_{p}}, x \in P_{0}, \text { and } \sigma \in G_{L}
$$

It commutes with the $\Gamma_{L}$-action.
The corresponding fixed elements $P^{G_{L}, *}$ form an $A$-module. For an element in $P$ of the form $c \otimes x$ with $c \in \mathbf{C}_{p}$ and $x \in P_{0}$ we, of course, simply have

$$
{ }^{\sigma *}(c \otimes x)=\sigma(c) \otimes \tau\left(\sigma^{-1}\right)(x)
$$

Using this observation (and again the reasoning in the proof of Lemma 2.23.ii) one checks that this twisted $G_{L^{-}}$-action on $P$ is continuous. It follows that $P^{G_{L}, *}$ is closed in $P$. Obviously the $\Gamma_{L}$-action on $P^{G_{L}, *}$ then is continuous for the topology induced by the (canonical) topology of $P$. In our later applications we will show that the $A$-module $P^{G_{L}, *}$ is finitely generated projective. As a consequence of the open mapping theorem there is only one complete and Hausdorff module topology on a finitely generated module over a Banach algebra (cf. [BGR84] 3.7.3 Prop. 3). Hence in those applications we will have that the $\Gamma_{L}$-action on $P^{G_{L}, *}$ is continuous for the canonical topology as an $A$-module.

Our goal is the following sufficient condition for the vanishing of $\nabla_{\text {Sen }}=0$.
Proposition 3.7. If the actions of $o_{L}^{\times}$on $B$ and $P_{0}$ are locally L-analytic then $\nabla_{S e n}=0$ on $Q_{n}$.

We start with some preliminary results. First we consider any $p$-adic Lie group $H$, any $L$-Banach space representation $X$ of $H$, and any $L$-Banach space $Y$. Then $X \widehat{\otimes}_{L} Y$ becomes an $L$-Banach space representation of $H$ through the $H$-action on the first factor. We denote by $X^{H}$ the Banach subspace of $H$-fixed vectors in $X$ and by $X_{l a}$ the $H$-invariant subspace of locally analytic vectors with respect to $H$. As in [Eme11] Def. 3.5.3 and Thm. 3.5.7 we view $X_{l a}$ as the locally convex inductive limit

$$
X_{l a}=\underset{U}{\lim } X_{\mathbb{U}-a n}
$$

where $U$ runs over all analytic open subgroups of $H, \mathbb{U}$ denotes the rigid analytic group corresponding to $U$, and $X_{\mathbb{U} \text {-an }}$ is the $L$-Banach space of $\mathbb{U}$-analytic vectors in $X$ (loc. cit. Def. 3.3.1 and Prop. 3.3.3). If $C^{a n}(\mathbb{U}, X)=\mathcal{O}(\mathbb{U}) \widehat{\otimes}_{\mathbf{Q}_{p}} X$ denotes the $L$-Banach space of $X$-valued rigid analytic function on $\mathbb{U}$ then the orbit maps $x \longrightarrow \rho_{x}(h):=h x$ induce an isomorphism of Banach spaces

$$
X_{\mathbb{U}-a n} \xrightarrow{\cong} C^{a n}(\mathbb{U}, X)^{U},
$$

where the right hand side is the subspace of $U$-fixed vectors for the continuous action $(h, f) \longmapsto(h f)\left(h^{\prime}\right):=h\left(f\left(h^{-1} h^{\prime}\right)\right)$. The subspace $X_{\mathbb{U}-a n}$ of $X$ is $U$-invariant. But
the inclusion map $X_{\mathbb{U}-a n} \stackrel{\subseteq}{\rightarrow} X$ only is continuous in general (and not a topological inclusion). Furthermore, $X_{\mathbb{U} \text {-an }}$ is a locally $\mathbf{Q}_{p}$-analytic representation of $U$ (loc. cit. the paragraph after Def. 3.3.1, Cor. 3.3.6, and Cor. 3.6.13). In particular, we have the derived action of the Lie algebra $\operatorname{Lie}(U)=\operatorname{Lie}(H)$ on $X_{\mathbb{U}-a n}$. We also remark that, if $X_{\mathbb{U}-a n}=X$ as vector spaces, then this is, in fact, an identity of Banach spaces (loc. cit. Thm. 3.6.3).

Lemma 3.8. For any analytic open subgroup $U$ of $H$ we have:
i. $\left(X \widehat{\otimes}_{L} Y\right)^{U}=X^{U} \widehat{\otimes}_{L} Y$;
ii. $\left(X \widehat{\otimes}_{L} Y\right)_{\mathbb{U}-a n}=X_{\mathbb{U}-a n} \widehat{\otimes}_{L} Y$;
iii. if $X_{\mathbb{U}-a n}=X$ then, with respect to the $U$-action

$$
\begin{aligned}
U \times C^{a n}(\mathbb{U}, X) & \longrightarrow C^{a n}(\mathbb{U}, X) \\
(h, f) & \longmapsto h\left(f\left(h^{-1} \cdot\right)\right)
\end{aligned}
$$

$$
\text { we have } C^{a n}(\mathbb{U}, X)_{\mathbb{U}-a n}=C^{a n}(\mathbb{U}, X)
$$

Proof. i. This follows by considering a Banach base of $Y$ (cf. [Sch02] Prop. 10.1).
ii. Using i. we compute

$$
\begin{aligned}
\left(X \widehat{\otimes}_{L} Y\right)_{\mathbb{U}-a n} & =C^{a n}\left(\mathbb{U}, X \widehat{\otimes}_{L} Y\right)^{U}=\left(\mathcal{O}(\mathbb{U}) \widehat{\otimes}_{\mathbf{Q}_{p}} X \widehat{\otimes}_{L} Y\right)^{U} \\
& =\left(\mathcal{O}(\mathbb{U}) \widehat{\otimes}_{\mathbf{Q}_{p}} X\right)^{U} \widehat{\otimes}_{L} Y=C^{a n}(\mathbb{U}, X)^{U} \widehat{\otimes}_{L} Y \\
& =X_{\mathbb{U}-a n} \widehat{\otimes}_{L} Y .
\end{aligned}
$$

iii. This is a consequence of [Eme11] Prop. 3.3.4 and Lemma 3.6.4.

Next we suppose given an $L$-Banach algebra $D$ with a continuous action of $H$ together with an $H$-invariant Banach subalgebra $C$. Further, we let $Z$ be a finitely generated projective $C$-module (with its canonical Banach module structure) which carries a continuous semilinear $H$-action. Then $D \otimes_{C} Z$ is a Banach module over $D$ with a semilinear continuous diagonal $H$-action. The dual module $Z^{*}:=\operatorname{Hom}_{C}(Z, C)$ is finitely generated projective as well. The natural semilinear $H$-action on $Z^{*}$ is continuous; this follows from Remark 2.20 and an analog of Remark 2.26 by the same arguments as those before Remark 2.27. Corresponding properties hold for $Z_{D}^{*}:=\operatorname{Hom}_{D}\left(D \otimes_{C} Z, D\right)$.

Lemma 3.9. If $Z_{\mathbb{U}-a n}=Z$ then also $\left(Z^{*}\right)_{\mathbb{U}-a n}=Z^{*}$.
Proof. The assumption $C_{\mathbb{U}-a n}=C$ implies, by Lemma 3.8.iii, that, with respect to the $U$-action

$$
\begin{aligned}
U \times C^{a n}(\mathbb{U}, C) & \longrightarrow C^{a n}(\mathbb{U}, C) \\
(h, f) & \longmapsto h\left(f\left(h^{-1} .\right)\right)
\end{aligned}
$$

we have $C^{a n}(\mathbb{U}, C)_{\mathbb{U}-a n}=C^{a n}(\mathbb{U}, C)$. Let $z \in Z$ and $\alpha \in Z^{*}$. Applying this to the map $f(h):=\alpha(h z)$, which by assumption lies in $C^{a n}(\mathbb{U}, C)$, we obtain that

$$
[h \longmapsto(h \alpha)(z)] \in C^{a n}(\mathbb{U}, C)
$$

for any $z \in Z$. Let now $z_{1}, \ldots, z_{r}$ be $C$-module generators of $Z$. Evaluation at the $z_{i}$ gives a topological inclusion of Banach modules $Z^{*} \hookrightarrow C^{r}$. What we have shown is that the continuous orbit map $\rho_{\alpha}$ composed with this inclusion lies in $C^{a n}\left(\mathbb{U}, C^{r}\right)$. It then follows from [Eme11] Prop. 2.1.23 that $\rho_{\alpha}$ must lie in $C^{a n}\left(\mathbb{U}, Z^{*}\right)$. Hence $\alpha \in\left(Z^{*}\right)_{\mathbb{U}-a n}$.

Lemma 3.10. Suppose that there is an analytic open subgroup $U \subseteq H$ such that $C_{\mathbb{U}-a n}=C$ and $Z_{\mathbb{U}-a n}=Z$; then the natural map $D_{\mathbb{U}-a n} \otimes_{C} Z \xrightarrow{\cong}\left(D \otimes_{C} Z\right)_{\mathbb{U}-a n}$ is an isomorphism of Banach modules over $C$.

Proof. It follows from [FdL99] 3.3.14 or [Eme11] Prop. 3.3.12 that $D_{\mathbb{U}-a n}$ is a Banach module over $C_{\mathbb{U}-a n}=C$ and that the obvious map $D_{\mathbb{U}-a n} \otimes_{C} Z \longrightarrow$ $D \otimes_{C} Z$ factorizes continuously through $\left(D \otimes_{C} Z\right)_{\mathbb{U}-a n}$. Since $Z$ is projective, and hence flat, the latter map is injective.

Step 1: We show that $(\mathrm{id} \otimes \alpha)\left(\left(D \otimes_{C} Z\right)_{\mathbb{U}-a n}\right) \subseteq D_{\mathbb{U}-a n}$ for any $\alpha \in Z^{*}$. The map

$$
\begin{aligned}
Z^{*} & \longrightarrow \operatorname{Hom}_{D}\left(D \otimes_{C} Z, D\right)=Z_{D}^{*} \\
\alpha & \longmapsto \mathrm{id} \otimes \alpha
\end{aligned}
$$

is a continuous map of $H$-representations on Banach spaces. Since $\left(Z^{*}\right)_{\mathbb{U}-a n}=Z^{*}$ we obtain that id $\otimes \alpha \in \operatorname{Hom}_{D}\left(D \otimes_{C} Z, D\right)_{\mathbb{U}-a n}$. By the same references as above the obvious $H$-equivariant pairing

$$
\operatorname{Hom}_{D}\left(D \otimes_{C} Z, D\right) \otimes_{D}\left(D \otimes_{C} Z\right) \longrightarrow D
$$

induces a corresponding pairing between the spaces $(.)_{\mathbb{U}-a n}$.
Step 2: We have that, for any (abstract) $C$-module $S$ and any nonzero element $u \in S \otimes_{C} Z$, there exists an $\alpha \in Z^{*}$ such that $(\mathrm{id} \otimes \alpha)(u) \neq 0$ in $S$. This immediately reduces to the case of a finitely generated free module $Z$, in which it is obvious.

We now apply Step 2 with $S:=D / D_{\mathbb{U}-a n}$. Because of Step 1 we must have $\left(D \otimes_{C} Z\right)_{\mathbb{U}-a n} \subseteq D_{\mathbb{U}-a n} \otimes_{C} Z$. Hence the asserted map is a continuous bijection. The open mapping theorem then implies that it even is a topological isomorphism.

Consider any infinitely ramified $p$-adic Lie extension $L_{\infty}$ of $L$, and let $\Gamma:=$ $\operatorname{Gal}\left(L_{\infty} / L\right)$. The completion $\hat{L}_{\infty}$ of $L_{\infty}$ is an $L$-Banach representation of $\Gamma$. Following $[\mathbf{B C 1 6}]$, we denote by $\hat{L}_{\infty}^{\text {la }}$ the set of elements of $\hat{L}_{\infty}$ that are locally analytic for the action of $\Gamma$. The structure of $\hat{L}_{\infty}^{\mathrm{la}}$ is studied in $[\mathbf{B C 1 6}]$, where it is proved that, informally: $\hat{L}_{\infty}^{\text {la }}$ looks like a space of power series in $\operatorname{dim}(\Gamma)-1$ variables. In particular, there is ([BC16] Prop. 6.3) a nonzero element $D \in \mathbf{C}_{p} \otimes_{\mathbf{Q}_{p}} \operatorname{Lie}(\Gamma)$ such that $D=0$ on $\hat{L}_{\infty}^{\text {la }}$. This element is the pullback of the Sen operator attached to a certain representation of $\Gamma$.

Now let $L_{\infty}$ be the Lubin-Tate extension of $L$ such that $\operatorname{Gal}\left(\bar{L} / L_{\infty}\right)=\operatorname{ker}\left(\chi_{L T}\right)$. Then $\chi_{L T}: \Gamma_{L}^{L T}:=\operatorname{Gal}\left(L_{\infty} / L\right) \xrightarrow{\cong} \Gamma_{L}=o_{L}^{\times}$, and $d \chi_{L T}: \operatorname{Lie}\left(\Gamma_{L}^{L T}\right) \xrightarrow{\cong} \operatorname{Lie}\left(\Gamma_{L}\right)=$ $L$. With $\Sigma:=\operatorname{Gal}\left(L / \mathbf{Q}_{p}\right)$ we have the $L$-linear isomorphism

$$
\begin{align*}
& L \otimes_{\mathbf{Q}_{p}} \operatorname{Lie}\left(\Gamma_{L}^{L T}\right) \cong  \tag{3.3}\\
& a \otimes \mathfrak{x} \bigoplus_{\sigma \in \Sigma} L \\
& \longmapsto\left(a \sigma\left(d \chi_{L T}(\mathfrak{x})\right)\right)_{\sigma} .
\end{align*}
$$

For any $\sigma \in \Sigma$ we let $\nabla_{\sigma}$ denote the element in the left hand side which maps to the tuple with entry 1 , resp. 0 , at $\sigma$, resp. at all $\sigma^{\prime} \neq \sigma$ (it should be considered as the "derivative in the direction of $\sigma$ "). Then

$$
1 \otimes \mathfrak{x}=\sum_{\sigma \in \Sigma} \sigma\left(d \chi_{L T}(\mathfrak{x})\right) \cdot \nabla_{\sigma} \quad \text { for any } \mathfrak{x} \in \operatorname{Lie}\left(\Gamma_{L}^{L T}\right)
$$

Therefore, for any locally $\mathbf{Q}_{p}$-representation $V$ of $\Gamma_{L}^{L T}$, the Taylor expansion of its orbit maps ([ST02] p. 452) has the form

$$
\begin{aligned}
\gamma v & =\sum_{n=0}^{\infty} \frac{1}{n!} \log _{\Gamma_{L}^{L T}}(\gamma)^{n} v=\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{\sigma \in \Sigma} \sigma\left(d \chi_{L T}\left(\log _{\Gamma_{L}^{L T}}(\gamma)\right)\right) \cdot \nabla_{\sigma}\right)^{n} v \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{\sigma \in \Sigma} \sigma\left(\log \left(\chi_{L T}(\gamma)\right)\right) \cdot \nabla_{\sigma}\right)^{n} v \\
& =v+\sum_{\sigma \in \Sigma} \log \left(\sigma\left(\chi_{L T}(\gamma)\right)\right) \cdot \nabla_{\sigma}(v)+\text { higher terms }
\end{aligned}
$$

for any $v \in V$, and any small enough $\gamma \in \Gamma_{L}^{L T}$.
Let $L^{\text {max }}$ be the compositum of $L_{\infty}$ and $L^{c y c}$.
Lemma 3.11. If $L_{\infty} \cap L^{c y c}$ is a finite extension of $L$, then $\nabla_{\mathrm{id}}+\nabla_{c y c}=0$ on $\left(\widehat{L^{\max }}\right)^{\mathrm{la}}$.

Proof. As a consequence of our assumption we have

$$
\operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)=\operatorname{Lie}\left(\Gamma_{L}^{L T}\right) \oplus \operatorname{Lie}\left(\Gamma_{L}^{c y c}\right)
$$

By [BC16] Prop. 6.3, there exists a nonzero element $D \in \mathbf{C}_{p} \otimes{\mathbf{\mathbf { Q } _ { p }}}^{\operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)}$ such that $D=0$ on $\left(\widehat{L^{m a x}}\right)^{\text {la }}$. We claim that $D$ is a scalar multiple of $\nabla_{\mathrm{id}}+\nabla_{c y c}$. For each element $\sigma \in \Sigma \backslash\{\operatorname{id}\}$, the field $\left(\hat{L}_{\infty}\right)^{\text {la }}$ contains the variable $x_{\sigma}$ such that

$$
\gamma x_{\sigma}=x_{\sigma}+\log \left(\sigma\left(\chi_{L T}(\gamma)\right)\right)
$$

for any $\gamma \in \Gamma_{L}^{L T}([\mathbf{B C 1 6}] \S 4.2)$. It follows that $\nabla_{\sigma}\left(x_{\sigma}\right)=1$ and $\nabla_{\sigma^{\prime}}\left(x_{\sigma}\right)=0$ if $\sigma^{\prime} \neq \sigma$. By our assumption we also have $\nabla_{c y c}\left(x_{\sigma}\right)=0$.

The character $\tau=\chi_{c y c} \chi_{L T}^{-1}$ has a Hodge-Tate weight equal to zero, so that there exists $z \in \mathbf{C}_{p}^{\times}$such that $g(z)=z \cdot \tau(g)$ for any $g \in G_{L}$. It is then obvious that $z \in\left(\widehat{L^{\max }}\right)^{\text {la }}$. Secondly this implies that

$$
\mathfrak{x} z=d \tau(\mathfrak{x}) \cdot z=d \chi_{c y c}(\mathfrak{x}) \cdot z-d \chi_{L T}(\mathfrak{x}) \cdot z
$$

for any $\mathfrak{x} \in \operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)$, and hence $\nabla_{\mathrm{id}}(z)=-z=-\nabla_{c y c}(z)$.
Write $D=\sum_{\sigma \in \Sigma} c_{\sigma} \cdot \nabla_{\sigma}+c_{c y c} \cdot \nabla_{c y c}$. Applying $D$ to $x_{\sigma}$ with $\sigma \in \Sigma \backslash\{\mathrm{id}\}$, we find that $c_{\sigma}=0$. Applying $D$ to $z$, we find that $c_{\mathrm{id}}=c_{c y c}$. This implies that $D$ is a scalar multiple of $\nabla_{\mathrm{id}}+\nabla_{c y c}$, and therefore that $\nabla_{\mathrm{id}}+\nabla_{c y c}=0$ on $\left(\widehat{L^{\max }}\right)^{\text {la }}$ since $D=0$ on $\left(\widehat{L^{m a x}}\right)^{\text {la }}$.

Proof of Proposition 3.7. Let $H^{\max }:=\operatorname{Gal}\left(\overline{\mathbf{Q}}_{p} / L^{\max }\right)$. Using Remark 3.2 we have

$$
P^{H^{\max }}=\left(A_{\mathbf{C}_{p}} \otimes_{B} P_{0}\right)^{H^{\max }}=\left(A_{\mathbf{C}_{p}}\right)^{H^{\max }} \otimes_{B} P_{0}=\left(A \widehat{\otimes}_{L} \widehat{L^{\max }}\right) \otimes_{B} P_{0}
$$

We have to consider the twisted action of the $p$-adic Lie group $\operatorname{Gal}\left(L^{\max } / L\right)$ on the above terms. On $Q_{n} \subseteq P^{H_{L}^{c y c}} \subseteq P^{H^{\text {max }}}$ the group $\operatorname{Gal}\left(L^{\max } / L\right)$ acts through its quotient $\Gamma_{L}^{c y c}$. By Cor. 3.5 the $\Gamma_{L}^{c y c}$-action on $Q_{n}$ is locally $\mathbf{Q}_{p}$-analytic. Moreover, by assumption the $\operatorname{Gal}\left(L^{\max } / L\right)$-actions (through the map $\tau^{-1}$ ) on $B$ and $P_{0}$ are locally $\mathbf{Q}_{p}$-analytic. We therefore find, by $[\mathbf{E m e} 11]$ Cor. 3.6.13, an analytic open
subgroup $U \subseteq \operatorname{Gal}\left(L^{\max } / L\right)$ such that $Q_{n}=\left(Q_{n}\right)_{\mathbb{U}-a n}, B=B_{\mathbb{U}-a n}$, and $P_{0}=$ $\left(P_{0}\right)_{\mathbb{U}-a n}$. Using Lemma 3.8.ii and Lemma 3.10 we then obtain that

$$
\begin{aligned}
Q_{n} \subseteq\left(P^{H^{m a x}}\right)_{\mathbb{U}-a n} & =\left(\left(A \widehat{\otimes}_{L} \widehat{L^{m a x}}\right) \otimes_{B} P_{0}\right)_{\mathbb{U}-a n}=\left(A \widehat{\otimes}_{L} \widehat{L^{m a x}}\right)_{\mathbb{U}-a n} \otimes_{B} P_{0} \\
& =\left(A \widehat{\otimes}_{L}\left(\widehat{L^{m a x}}\right)_{\mathbb{U}-a n}\right) \otimes_{B} P_{0}
\end{aligned}
$$

Recall that the twisted $G_{L}$-action on $P_{0}$ is given by ${ }^{g *} x=\tau\left(g^{-1}\right)(x)$. Since, by our assumption, the $o_{L}^{\times}$-action on $P_{0}$ is locally $L$-analytic this twisted $\operatorname{Gal}\left(L^{\max } / L\right)$ action on $P_{0}$ is locally $\mathbf{Q}_{p}$-analytic with the corresponding derived action of $L \otimes \mathbf{Q}_{p}$ $\operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)$ factorizing through the map
(3.4)


We now distinguish two cases, according to whether there is a finite extension $M$ of $L$ such that $L^{c y c} \subseteq M \cdot L_{\infty}$ or whether there is a finite extension $M$ of $L$ such that $L^{c y c} \cap L_{\infty}=M$. Since $\Gamma_{L_{n}}^{c y c}$ is an open subgroup of $\mathbf{Z}_{p}^{\times}$, we always are in one of these two cases.

First case: By [Ser98] III.A4 Prop. 4 the character $\chi_{L T}$ corresponds, via the reciprocity isomorphism of local class field theory, to the projection map $o_{L}^{\times} \times$ $\pi_{L}^{\widehat{\mathrm{Z}}} \xrightarrow{\mathrm{pr}} o_{L}^{\times}$. One deduces from this that, in the present situation, $\chi_{c y c}$ differs from $N_{L / \mathbf{Q}_{p}} \circ \chi_{L T}$ by a character of finite order. It follows that $\tau=\chi_{c y c} \chi_{L T}^{-1}$ is equal to a finite order character times $\prod_{\sigma \in \Sigma, \sigma \neq \mathrm{id}} \sigma \circ \chi_{L T}$. We also have $\operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)=$ $\operatorname{Lie}\left(\Gamma_{L}^{L T}\right)$ in this case. By feeding this information into the above commutative diagram (3.4) one easily deduces that $\nabla_{\mathrm{id}}$ acts as zero on $P_{0}$. On the other hand, by [BC16] Cor. 4.3, we have $\nabla_{\mathrm{id}}=0$ on $\left(\widehat{L^{\max }}\right)^{\text {la }}$. This implies that $\nabla_{\mathrm{id}}=0$ on $\left(A \widehat{\otimes}_{L}\left(\widehat{L^{\max }}\right)_{\mathbb{U}-a n}\right) \otimes_{B} P_{0}$. The result now follows from the fact that the natural map

$$
\operatorname{Lie}\left(\operatorname{Gal}\left(L^{\max } / L\right)\right)=\operatorname{Lie}\left(\Gamma_{L}^{L T}\right) \rightarrow \operatorname{Lie}\left(\Gamma_{L}^{c y c}\right)
$$

sends $\nabla_{\text {id }}$ to $\nabla_{S e n}$. To see this why this fact is true, consider a locally analytic representation $W$ of $\Gamma_{L}^{c y c}$, which we can view as a locally analytic representation of $\Gamma_{L}^{L T}$ via the map $\Gamma_{L}^{L T} \rightarrow \Gamma_{L}^{c y c}$. If $w \in W$ and $g \in \Gamma_{L}^{L T}$, then

$$
g(w)=w+\log \chi_{c y c}(g) \cdot \nabla_{S e n}(w)+\text { higher terms }
$$

Since $\chi_{c y c}(g)=\prod_{\sigma} \sigma\left(\chi_{L T}(g)\right)$ up to a character of finite order, the above formula becomes

$$
g(w)=w+\sum_{\sigma} \log \sigma\left(\chi_{L T}(g)\right) \cdot \nabla_{S e n}(w)+\text { higher terms }
$$

so that $\nabla_{\sigma}$ maps to $\nabla_{S e n}$ for all $\sigma$.
Second case: This time the perpendicular maps in the diagram (3.4) are bijective. One immediately deduces that $\nabla_{\mathrm{id}}+\nabla_{c y c}=0$ acts as zero on $P_{0}$. On the other hand we know from Lemma 3.11 that $\nabla_{\mathrm{id}}+\nabla_{c y c}=0$ on $\left(\widehat{L^{\max }}\right)^{\text {la }}$. Hence
$\nabla_{\mathrm{id}}+\nabla_{c y c}=0$ on $\left(A \widehat{\otimes}_{L}\left(\widehat{L^{m a x}}\right)_{\mathbb{U}-a n}\right) \otimes_{B} P_{0}$. The natural map Lie $\left(\operatorname{Gal}\left(L^{\max } / L\right)\right) \rightarrow$ $\operatorname{Lie}\left(\Gamma_{L}^{c y c}\right)$ sends $\nabla_{\text {id }}$ to 0 and $\nabla_{c y c}$ to $\nabla_{S e n}$. This again implies the result.

We now can state our main technical result.
THEOREM 3.12. If the $o_{L}^{\times}$-actions on $B$ and $P_{0}$ are locally L-analytic then $P^{G_{L}, *}$ is a finitely generated projective $A$-module of the same rank as $P$ and $A_{\mathbf{C}_{p}} \otimes_{A}$ $P^{G_{L}, *}=P$.

Proof. This follows from Lemma 3.6 and Prop. 3.7.
Remark 3.13. All of the above remains valid if we replace $\tau$ by $\tau^{-1}$.

### 3.2. The equivalence between $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathfrak{B}$ and $\mathfrak{X}$

We now explore the diagram

in order to transfer modules between the two sides. As in section 1.3 we treat $\kappa$ as an identification. Recall also that $\kappa$ is equivariant for the $o_{L} \backslash\{0\}$-actions on both sides.

As a consequence of Remark 1.22 we have (cf. Lemma 1.25)

$$
\mathscr{R}_{L}(\mathfrak{B})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{L}} \quad \text { and } \quad \mathscr{R}_{L}(\mathfrak{X})=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{L}, *}
$$

where the twisted Galois action is given by $(\sigma, f) \longmapsto{ }^{\sigma *} f:=\left({ }^{\sigma} f\right)\left(\left[\tau\left(\sigma^{-1}\right]().\right)\right.$; it commutes with the $o_{L} \backslash\{0\}$-action. By extending the concept of the twisted Galois action we will construct a functor from $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{B})\right)$ to $\operatorname{Mod}_{L}\left(\mathscr{R}_{K}(\mathfrak{X})\right)$.

Let $M$ be a $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{L}(\mathfrak{B})$. Then

$$
M_{\mathbf{C}_{p}}:=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M
$$

is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})$ by (the analog for $\mathfrak{B}$ of) Lemma 2.23.ii. One easily checks that the twisted $G_{L^{-}}$-action on $M_{\mathbf{C}_{p}}$ given by

$$
(\sigma, f \otimes m) \longmapsto \sigma *(f \otimes m):={ }^{\sigma *} f \otimes \tau\left(\sigma^{-1}\right)(m)
$$

for $\sigma \in G_{L}, f \in \mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})$, and $m \in M$, is well defined. Observe that this twisted Galois action and the action of $o_{L} \backslash\{0\}$ on $M_{\mathbf{C}_{p}}$ commute with each other. Hence the fixed elements

$$
M_{\mathfrak{X}}:=\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M\right)^{G_{L}, *}
$$

form an $\mathscr{R}_{L}(\mathfrak{X})$-module which is invariant under the $o_{L} \backslash\{0\}$-action.
In order to analyze $M_{\mathfrak{X}}$ as an $\mathscr{R}_{L}(\mathfrak{X})$-module we use the result from the previous section 3.1.

## Theorem 3.14.

i. $M_{\mathfrak{X}}$ is a finitely generated projective $\mathscr{R}_{L}(\mathfrak{X})$-module.
ii. If $M$ is L-analytic then the rank of $M_{\mathfrak{X}}$ is equal to the rank of $M$ and

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} M_{\mathfrak{X}}=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M .
$$

Proof. By the analog for $\mathfrak{B}$ of Prop. 2.24 we find an $n \geq 1$ and an $\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)$ submodule $M_{n} \subseteq M$ such that
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- $M_{n}$ is finitely generated projective over $\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)$, and

$$
\mathscr{R}_{L}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)} M_{n}=M,
$$

- $M_{n}$ is $o_{L}^{\times}$-invariant, and the induced $o_{L}^{\times}$-action on $M_{n}$ is continuous,
$-\varphi_{M}$ restricts to a continuous homomorphism

$$
\varphi_{M_{n}}: M_{n} \longrightarrow \mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)} M_{n}
$$

such that the induced linear map

$$
\begin{equation*}
\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right), \varphi_{L}} M_{n} \xrightarrow{\cong} \mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)} M_{n} \tag{3.5}
\end{equation*}
$$

is an isomorphism.
For any $m \geq n$ we define

$$
M_{m}:=\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)} M_{n}
$$

The above three properties hold correspondingly for any $m \geq n$. Each

$$
M_{m, \mathbf{C}_{p}}:=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right)} M_{m}
$$

carries an obvious twisted $G_{L}$-action such that the identity

$$
M_{\mathbf{C}_{p}}=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right)} M_{m, \mathbf{C}_{p}}
$$

is compatible with the twisted $G_{L}$-actions on both sides. The fixed elements $M_{m, \mathbf{C}_{p}}^{G_{L}, *}$ form an $\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right)$-module (cf. Lemma 1.25), and

$$
M_{\mathbf{C}_{p}}^{G_{L}, *}=\left(\bigcup_{m \geq n} M_{m, \mathbf{C}_{p}}\right)^{G_{L}, *}=\bigcup_{m \geq n} M_{m, \mathbf{C}_{p}}^{G_{L}, *}
$$

We claim that it suffices to show:
iii. $M_{m, \mathbf{C}_{p}}^{G_{L, *}}$, for any $m \geq n$, is a finitely generated projective $\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right)$ module.
iv. For any $m \geq n$, the natural map

$$
\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right)} M_{m, \mathbf{C}_{p}}^{G_{L}, *} \xrightarrow{\cong} M_{m+1, \mathbf{C}_{p}}^{G_{L}, *}
$$

is an isomorphism.
v. If $M$ is $L$-analytic then $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L, *}}=M_{n, \mathbf{C}_{p}}$.

Suppose that iii. - v. hold true. By iv. we have

$$
M_{m, \mathbf{C}_{p}}^{G_{L, *}}=\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L}, *}
$$

for any $m \geq n$. Hence

$$
\begin{aligned}
M_{\mathbf{C}_{p}}^{G_{L}, *} & =\bigcup_{m \geq n}\left(\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L, *}}\right) \\
& =\left(\bigcup_{m \geq n} \mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right)\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L, *}} \\
& =\mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{x}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L, *}},
\end{aligned}
$$

and iii. therefore implies i. Assuming that $M$ is $L$-analytic we deduce from v . that

$$
\begin{aligned}
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} M_{\mathbf{C}_{p}}^{G_{L}, *} & =\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}}^{G_{L}, *} \\
& =\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{X} \backslash \mathfrak{X}_{n}\right)} M_{n, \mathbf{C}_{p}} \\
& =\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{n}\right)} M_{n, \mathbf{C}_{p}} \\
& =M_{\mathbf{C}_{p}},
\end{aligned}
$$

which is the second part of ii. Since all rings involved are integral domains the first part of ii. is a consequence of the second part by [Bou85] II.5.3 Prop. 4.

In order to establish iii. - v. we fix an $m \geq n$ and abbreviate $\mathfrak{Y}:=\mathfrak{X} \backslash \mathfrak{X}_{m}$ and $\mathfrak{A}:=\mathfrak{B} \backslash \mathfrak{B}_{m}$. We recall from Prop. 2.1 and its proof that we have increasing sequences $\mathfrak{Y}_{1} \subset \ldots \subset \mathfrak{Y}_{j} \subset \ldots \subset \mathfrak{Y}$ and $\mathfrak{A}_{1} \subset \ldots \subset \mathfrak{A}_{j} \subset \ldots \subset \mathfrak{A}$ of open affinoid subdomains (over $L$ ) which form admissible open coverings of $\mathfrak{Y}$ and $\mathfrak{A}$, respectively, and such that:
a. All restriction maps $\mathcal{O}_{K}\left(\mathfrak{Y}_{j+1}\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{Y}_{j}\right)$ and $\mathcal{O}_{K}\left(\mathfrak{A}_{j+1}\right) \longrightarrow \mathcal{O}_{K}\left(\mathfrak{A}_{j}\right)$ are compactoid (proof of Prop. 2.5.i) and have dense image. In particular, these coverings exhibit $\mathfrak{Y}$ and $\mathfrak{A}$ as Stein spaces.
b. Each $\mathfrak{A}_{j}$ is a subannulus of $\mathfrak{A}$.
c. Every $\mathfrak{Y}_{j}$ and every $\mathfrak{A}_{j}$ is $o_{L}^{\times}$-invariant, and the induced $o_{L}^{\times}$-actions on $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)$ and $\mathcal{O}_{L}\left(\mathfrak{A}_{j}\right)$ satisfy the condition (2.2) and are locally $L$-analytic (Prop. 2.17 and discussion before Def. 2.19).
d. The LT-isomorphism $\kappa: \mathfrak{X} / \mathbf{C}_{p} \xrightarrow{\cong} \mathfrak{B} / \mathbf{C}_{p}$ restricts, for any $j \geq 1$, to an isomorphism $\mathfrak{Y}_{j / \mathbf{C}_{p}} \stackrel{\cong}{\longrightarrow} \mathfrak{A}_{j / \mathbf{C}_{p}}$. With respect to the resulting identifications

$$
\mathbf{C}_{p} \widehat{\otimes}_{L} \mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right)=\mathbf{C}_{p} \widehat{\otimes}_{L} \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right)
$$

the $G_{L}$-action through the coefficients $\mathbf{C}_{p}$ on the left hand side corresponds to the twisted $G_{L}$-action on the right hand side; in particular, $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right)^{G_{L}, *}$.
As explained, for example, in [ST01] $\S 3$ to give a coherent sheaf $\mathcal{S}$ on a quasiStein space $\mathfrak{Z}$ with defining admissible affinoid covering $\mathfrak{Z}_{1} \subset \ldots \subset \mathfrak{Z}_{j} \subset \ldots \subset \mathfrak{Z}$ is the same as giving the finitely generated $\mathcal{O}\left(\mathfrak{Z}_{j}\right)$-modules $\mathcal{S}\left(\mathfrak{Z}_{j}\right)$ together with isomorphisms

$$
\mathcal{O}\left(\mathfrak{Z}_{j}\right) \otimes_{\mathcal{O}\left(\mathfrak{Z}_{j+1}\right)} \mathcal{S}\left(\mathfrak{Z}_{j+1}\right) \stackrel{\cong}{\leftrightarrows} \mathcal{S}\left(\mathfrak{Z}_{j}\right)
$$

Then

$$
\mathcal{S}(\mathfrak{Z})=\lim _{\rightleftarrows} \mathcal{S}\left(\mathfrak{Z}_{j}\right) \quad \text { and } \quad \mathcal{S}\left(\mathfrak{Z}_{j}\right)=\mathcal{O}\left(\mathfrak{Z}_{j}\right) \otimes_{\mathcal{O}(\mathfrak{Z})} \mathcal{S}(\mathfrak{Z}) .
$$

Moreover, by Prop. 1.13, the coherent sheaf $\mathcal{S}$ is a vector bundle if and only if $\mathcal{S}(\mathfrak{Z})$ is a finitely generated projective $\mathcal{O}(\mathfrak{Z})$-module.

In our situation therefore the modules $M_{m}$ and $M_{m, \mathbf{C}_{p}}$ are the global sections of vector bundles $\mathcal{M}_{m}$ and $\mathcal{M}_{m, \mathbf{C}_{p}}$ on $\mathfrak{A}$ and $\mathfrak{A}_{/ \mathbf{C}_{p}}$, respectively. As a consequence of property c. and Prop. 2.16 the continuous $o_{L}^{\times}$-action on $M_{m}$ extends semilinearly to compatible locally $\mathbf{Q}_{p}$-analytic $o_{L}^{\times}$-actions on the system

$$
\left(\mathcal{M}_{m}\left(\mathfrak{A}_{j}\right)=\mathcal{O}_{L}\left(\mathfrak{A}_{j}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{A l}} M_{m}\right)_{j} .
$$

For later use we note right away that, as explained in the Addendum to the proof of Prop. 2.25, each $\mathcal{M}_{m}\left(\mathfrak{A}_{j}\right)$ is $L$-analytic if $M$ is $L$-analytic. As explained
before Prop. 3.7 these give rise to compatible (continuous) twisted $G_{L^{-}}$-actions on the system

$$
\left(\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{A l})} M_{m}=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{A l})} M_{m, \mathbf{C}_{p}}\right)_{j} .
$$

By construction the latter is a system of finitely generated projective modules (all of the same rank, of course). But because of the property b. the rings $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right)$ are principal ideal domains. Hence we actually have a system of free modules. Each member of this system therefore satisfies the assumptions of the previous section 3.1. The second half of Cor. 3.4.iii then tells us that by passing to the fixed elements for the twisted $G_{L}$-action we obtain a $\operatorname{system}\left(\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}\right)_{j}$ of $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)$-modules $\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}$ which are submodules of finitely generated free modules. The affinoid $\mathfrak{Y}_{\mathrm{j}}$ being one dimensional and smooth the ring $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)$ is a Dedekind domain, over which submodules of finitely generated free modules are finitely generated projective. Hence $\left(\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}\right)_{j}$ is a system of finitely generated projective modules. We obviously have

$$
\begin{aligned}
{\underset{\zeta}{\grave{j}}}^{\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}} & =\left(\varliminf_{j}\right. \\
& =\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{/ \mathbf{C}_{p}}\right)^{G_{L}, *} \\
& =M_{m / \mathbf{C}_{p}}^{G_{L}, *}
\end{aligned}
$$

If we show that the transition maps

$$
\begin{equation*}
\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right)} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)^{G_{L}, *} \longrightarrow \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *} \tag{3.6}
\end{equation*}
$$

are isomorphisms then the system $\left(\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}\right)_{j}$ corresponds to a vector bundle $\mathcal{M}_{\mathfrak{Y}}$ on $\mathfrak{Y}$ with global sections $M_{m / \mathbf{C}_{p}}^{G_{L}, *}$. In view of Prop. 1.13 this proves iii.

To see that (3.6), for a fixed $j$, is an isomorphism we use Cor. 3.4 again which implies the existence of finite extensions $L \subseteq L_{1} \subseteq L_{2} \subseteq \mathbf{C}_{p}$ and of a finitely generated projective $\left(G_{L}, *\right)$-invariant $\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)$-submodule $Q$ of $\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)$ with the properties a) - c) in Cor. 3.4.ii and such that

$$
\begin{aligned}
\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)^{G_{L}, *} & \subseteq \mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q \\
& \subseteq \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right) \\
& =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q
\end{aligned}
$$

and hence, in particular, that

$$
\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)^{G_{L}, *}=\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)^{G_{L}, *}
$$

We deduce that

$$
\begin{align*}
\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right) & =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j+1}\right)} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)  \tag{3.7}\\
& =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q  \tag{3.8}\\
& =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}\right)}\left(\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right) .
\end{align*}
$$

We claim that for $P:=\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)$ we may take as input for Cor. 3.4.iii the submodule $\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q$. The properties a) and c) are obvious. For b) we have to check that the inclusion

$$
\mathcal{O}_{\widehat{L^{c y c} c}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}\right)}\left(\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right) \subseteq \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{)_{L}^{c y c}}
$$

is an equality. Since the ring homomorphism

$$
\mathcal{O}_{\widehat{L^{c y c}}}\left(\mathfrak{Y}_{j}\right) \longrightarrow \mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right)=\mathbf{C}_{p} \widehat{\otimes}_{\widehat{L^{c y c}}} \mathcal{O}_{\widehat{L^{c y c}}}\left(\mathfrak{Y}_{j}\right)
$$

is faithfully flat ([Con99] Lemma 1.1.5(1)) it suffices to see that the base change to $\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right)$ of the above inclusion is an equality. But both sides become equal to $\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)$, the left hand side by (3.7) and the right hand side by Cor. 3.4.i.

As output from Cor. 3.4.iii we then obtain the first identity in

$$
\begin{aligned}
\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *} & =\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)^{G_{L, *}} \\
& =\left(\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right)}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)\right)^{G_{L}, *}
\end{aligned}
$$

Since the twisted $G_{L}$-actions are continuous and since the profinite group $G_{L}$ is topologically finitely generated (cf. [NSW08] Thm. 7.5.14) we, after picking finitely many topological generators $\sigma_{1}, \ldots, \sigma_{r}$ of $G_{L}$, may write

$$
\begin{aligned}
& \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)^{G_{L}, *}=\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)^{G_{L}, *} \\
& \quad=\operatorname{ker}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q \xrightarrow{\prod^{1-\sigma_{i}}} \prod_{i=1}^{r} \mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)
\end{aligned}
$$

The ring homomorphism $\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right) \longrightarrow \mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)$ is flat ([BGR84] Cor. 7.3.2/6). Hence the formation of the kernel above commutes with base extension along this homomorphism. It follows that

$$
\begin{aligned}
\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right)} & \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j+1 / \mathbf{C}_{p}}\right)^{G_{L}, *} \\
& =\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right)}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)^{G_{L}, *} \\
& =\left(\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j+1}\right)}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j+1}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j+1}\right)} Q\right)\right)^{G_{L}, *} \\
& =\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}
\end{aligned}
$$

This settles the isomorphism (3.6).
To check the isomorphism in iv. we temporarily indicate the dependance of our coverings on $m$ by writing $\mathfrak{Y}_{j}^{(m)}$ and $\mathfrak{A}_{j}^{(m)}$. Examining again the proof of Prop. 2.1 one easily sees that, for a fixed $m$, these coverings can be chosen so that $\mathfrak{Y}_{j}^{(m+1)} \subseteq \mathfrak{Y}_{j}^{(m)}$ and $\mathfrak{A}_{j}^{(m+1)} \subseteq \mathfrak{A}_{j}^{(m)}$ for any $j$. But then the exact same argument as above for (3.6) shows that the natural maps

$$
\begin{aligned}
& \mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right)} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)^{G_{L}, *} \\
& \xrightarrow{\cong} \mathcal{M}_{m+1 / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m+1)}\right)^{G_{L}, *}=\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m+1)}\right)^{G_{L}, *}
\end{aligned}
$$

are isomorphisms. This means that the restriction to $\mathfrak{X} \backslash \mathfrak{X}_{m+1}$ of the vector bundle $\mathcal{M}_{\mathfrak{X} \backslash \mathfrak{X}_{m}}$ on $\mathfrak{X} \backslash \mathfrak{X}_{m}$ coincides with the vector bundle $\mathcal{M}_{\mathfrak{X} \backslash \mathfrak{X}_{m+1}}$. On global sections this is equivalent to the isomorphism in iv.

Now we assume that $M$ is $L$-analytic. Earlier in the proof we had observed already that then each $\mathcal{M}_{m}\left(\mathfrak{A}_{j}\right)$ is $L$-analytic. In this situation Thm. 3.12 tells us that

$$
\begin{equation*}
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}=\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right) . \tag{3.9}
\end{equation*}
$$

Being finitely generated projective, $\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{Y}) \otimes_{\mathcal{O}_{L}(\mathfrak{Y})} M_{\mathfrak{Y}}(\mathfrak{Y})$ must be the global sections of a coherent sheaf on $\mathfrak{Y}_{/ \mathbf{C}_{p}} \cong \mathfrak{A}_{/ \mathbf{C}_{p}}$. But one easily deduces from (3.9)
that this sheaf is $\mathcal{M}_{m / \mathbf{C}_{p}}$. It follows that
which shows v .
Lemma 3.15. For any $M$ in $\operatorname{Mod}_{L}\left(\mathscr{R}_{L}(\mathfrak{B})\right), M_{\mathfrak{X}}$ is in $\operatorname{Mod}_{L}\left(\mathscr{R}_{L}(\mathfrak{X})\right)$.
Proof. It remains to show that:
a) The $\Gamma_{L}$-action on $M_{\mathfrak{X}}$ is continuous for the canonical topology of $M_{\mathfrak{X}}$ as an $\mathscr{R}_{L}(\mathfrak{X})$-module.
b) The map

$$
\varphi_{M_{\mathfrak{X}}}^{l i n}: \mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X}), \varphi_{L}} M_{\mathfrak{X}} \longrightarrow M_{\mathfrak{X}}
$$

is an isomorphism.
We will use the notations in the proof of the previous Thm. 3.14.
(a): By Remark 2.20 each individual $\gamma \in \Gamma_{L}$ acts by a continuous automorphism. Since $M_{\mathfrak{X}}$ is barrelled it therefore suffices, by the Banach-Steinhaus theorem, to check that the orbit maps $\gamma \longrightarrow \gamma x$, for $x \in M_{\mathfrak{X}}$, are continuous. But $M_{\mathfrak{X}}=\bigcup_{m \geq n} M_{m, \mathbf{C}_{p}}^{G_{L, *}}$, and the inclusion maps $M_{m, \mathbf{C}_{p}}^{G_{L, *}} \longrightarrow M_{\mathfrak{X}}$ are continuous for the canonical topologies (again by Remark 2.20). This reduces us to showing the continuity of the orbit maps for each $M_{m, \mathbf{C}_{p}}^{G_{L},}$. Now we use that, by (3.6), we have

$$
M_{m, \mathbf{C}_{p}}^{G_{L}, *}={\underset{j}{\lim }}_{\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}}
$$

at least algebraically and (cf. Fact 1.12.i)

$$
\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}=\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right)} M_{m, \mathbf{C}_{p}}^{G_{L}, *} .
$$

In fact, the first identity holds topologically if we equip the left hand side with the canonical topology and the right hand side with the projective limit of the canonical topologies. This is most easily seen by writing $\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}$ as a direct summand of a finitely generated free module in which case the corresponding identity is evidently topological. This finally reduces us further to the continuity of the orbit maps of $\Gamma_{L}$ on the $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)$-module $\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}\right)^{G_{L}, *}$. Since this module is finitely generated projective over the Banach algebra $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}\right)=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}\right)^{G_{L}, *}$ we have pointed out the required continuity already in the discussion before Prop. 3.7.
(b): This time we choose the coverings $\left\{\mathfrak{Y}_{j}^{(m)}\right\}_{j}$ and $\left\{\mathfrak{A}_{j}^{(m)}\right\}_{j}$ of $\mathfrak{X} \backslash \mathfrak{X}_{m}$ and $\mathfrak{B} \backslash \mathfrak{B}_{m}$, respectively, in such a way that $\pi_{L}^{*} \mathfrak{Y}_{j}^{(m+1)} \subseteq \mathfrak{Y}_{j}^{(m)}$ and $\pi_{L}^{*} \mathfrak{A}_{j}^{(m+1)} \subseteq \mathfrak{A}_{j}^{(m)}$ for any $j$.

In a first step we show that the map

$$
\begin{aligned}
\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)^{G_{L}, *} & \stackrel{\cong}{\longmapsto} \mathcal{M}_{m+1 / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m+1)}\right)^{G_{L}, *} \\
f \otimes m & \longmapsto f \varphi_{M}(m)
\end{aligned}
$$

is an isomorphism. As listed in (3.5) at the beginning of the proof of Thm. 3.14 we have the isomorphisms

$$
\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{m+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right), \varphi_{L}} M_{m} \stackrel{\cong}{\longrightarrow} M_{m+1}
$$

hence

$$
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{m+1}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{B} \backslash \mathfrak{B}_{m}\right), \varphi_{L}} M_{m / \mathbf{C}_{p}} \cong M_{m+1 / \mathbf{C}_{p}},
$$

by base change to $\mathbf{C}_{p}$ and then by restriction

$$
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}^{(m)}\right), \varphi_{L}} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right) \stackrel{ }{\cong} \mathcal{M}_{m+1 / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m+1)}\right)
$$

induced by $\varphi_{M}$. Since the $o_{L} \backslash\{0\}$-action commutes with the twisted $G_{L}$-action the latter map restricts to the isomorphism

$$
\left[\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{A}_{j}^{(m)}\right), \varphi_{L}} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)\right]^{G_{L}, *} \xrightarrow{\cong} \mathcal{M}_{m+1 / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m+1)}\right)^{G_{L}, *}
$$

This reduces us to showing that the obvious inclusions induce the isomorphism

$$
\begin{aligned}
& \mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)^{G_{L}, *} \\
& \xrightarrow{\cong}\left[\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} \mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)\right]^{G_{L}, *}
\end{aligned}
$$

For this we proceed entirely similarly as in the argument for (3.6) in the proof of Thm. 3.14. By Cor. 3.4 we find finite extensions $L \subseteq L_{1} \subseteq L_{2} \subseteq \mathbf{C}_{p}$ and a finitely generated projective $\left(G_{L}, *\right)$-invariant $\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)$-submodule $Q$ of

$$
X:=\mathcal{M}_{m / \mathbf{C}_{p}}\left(\mathfrak{A}_{j / \mathbf{C}_{p}}^{(m)}\right)
$$

with the properties a) - c) and such that

$$
X^{G_{L}, *} \subseteq \mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q \subseteq X=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q
$$

and hence, in particular, that

$$
X^{G_{L}, *}=\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q\right)^{G_{L, *}}
$$

We deduce that

$$
\begin{aligned}
\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) & \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} X \\
& =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} Q \\
& =\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m+1)}\right.}\left(\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} Q\right) .
\end{aligned}
$$

This shows that for $P:=\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}}} X$ we may take as input for Cor. 3.4.iii the submodule $\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} Q$, and as output we obtain the first identity in

$$
\begin{aligned}
{\left[\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right)\right.} & \left.\otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} X\right]^{G_{L}, *} \\
& =\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} Q\right)^{G_{L}, *} \\
& =\left(\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q\right)\right)^{G_{L}, *}
\end{aligned}
$$

Choosing finitely many topological generators $\sigma_{1}, \ldots, \sigma_{r}$ of $G_{L}$ we may write

$$
\begin{aligned}
X^{G_{L}, *} & =\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q\right)^{G_{L}, *} \\
& =\operatorname{ker}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q \xrightarrow{\prod^{1-\sigma_{i}}} \prod_{i=1}^{r} \mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q\right) .
\end{aligned}
$$

As a consequence of [ST01] Lemma 3.3 the ring homomorphism $\varphi_{L}: \mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right) \rightarrow$ $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right)$ is flat. Hence applying the functor $\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}}(\cdot)$ commutes with the formation of this kernel, and we obtain

$$
\begin{aligned}
\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) & \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} X^{G_{L}, *} \\
& =\left(\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}}\left(\mathcal{O}_{L_{2}}\left(\mathfrak{Y}_{j}^{(m)}\right) \otimes_{\mathcal{O}_{L_{1}}\left(\mathfrak{Y}_{j}^{(m)}\right)} Q\right)\right)^{G_{L}, *} \\
& =\left[\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m+1)}\right) \otimes_{\mathcal{O}_{\mathbf{C}_{p}}\left(\mathfrak{Y}_{j}^{(m)}\right), \varphi_{L}} X\right]^{G_{L}, *}
\end{aligned}
$$

This finishes the first step.
Still fixing $m$ but varying $j$, what we have shown amounts to the statement that $\varphi_{M}$ induces an isomorphism

$$
\left(\pi_{L}^{*}\right)^{*} \mathcal{M}_{\mathfrak{X} \backslash \mathfrak{X}_{m}} \stackrel{\cong}{\Longrightarrow} \mathcal{M}_{\mathfrak{X} \backslash \mathfrak{X}_{m+1}}
$$

of vector bundles on $\mathfrak{X} \backslash \mathfrak{X}_{m+1}$. We deduce that, on global sections, we have the isomorphism

$$
\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m+1}\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}_{m}\right), \varphi_{L}} M_{m, \mathbf{C}_{p}}^{G_{L}, *} \cong M_{m+1, \mathbf{C}_{p}}^{G_{L}, *}
$$

By passing to the limit with respect to $m$ we obtain the assertion.
The above construction is entirely symmetric in $\mathfrak{B}$ and $\mathfrak{X}$. Starting from a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $N$ over $\mathscr{R}_{L}(\mathfrak{X})$ we obtain by the "inverse" twisting the $\left(\varphi_{L}, \Gamma_{L}\right)$ module

$$
N_{\mathfrak{B}}:=\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} N\right)^{G_{L}, *}
$$

over $\mathscr{R}_{L}(\mathfrak{B})$.
Theorem 3.16. The functors $M \longmapsto M_{\mathfrak{X}}$ and $N \longmapsto N_{\mathfrak{B}}$ induce equivalences of categories

$$
\operatorname{Mod}_{L, a n}\left(\mathscr{R}_{L}(\mathfrak{B})\right) \simeq \operatorname{Mod}_{L, a n}\left(\mathscr{R}_{L}(\mathfrak{X})\right)
$$

which are quasi-inverse to each other.
Proof. We have

$$
\begin{aligned}
\left(M_{\mathfrak{X}}\right)_{\mathfrak{B}} & =\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} M_{\mathfrak{X}}\right)^{G_{L}, *} \cong\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M\right)^{G_{L} \times \mathrm{id}} \\
& =\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{L}} \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M=M
\end{aligned}
$$

where the second last identity uses the fact that $M$ is free. Correspondingly we obtain $\left(N_{\mathfrak{B}}\right)_{\mathfrak{X}} \cong N$ since we may first reduce to the case of a free $N$ by Remark 2.27.

### 3.3. Etale $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-modules

In the previous section, we have constructed an equivalence of categories (Thm. 3.16) between $\operatorname{Mod}_{L, a n}\left(\mathscr{R}_{L}(\mathfrak{B})\right)$ and $\operatorname{Mod}_{L, a n}\left(\mathscr{R}_{L}(\mathfrak{X})\right)$. In this section, we define the slope of an $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module, as well as étale $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$ modules, and prove that the above equivalence respects the slopes as well as the condition of being étale. Before we do that, we show that our equivalence implies the following theorem.

Theorem 3.17. Any L-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{L}(\mathfrak{X})$ is free as an $\mathscr{R}_{L}(\mathfrak{X})$-module .

Before proving this theorem, we need a few preliminary results. Let $\delta: L^{\times} \rightarrow$ $L^{\times}$be a continuous character. We define a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $\mathscr{R}_{K}(\mathfrak{X})(\delta)$ of rank 1 over $\mathscr{R}_{K}(\mathfrak{X})$ as follows. We set $\mathscr{R}_{K}(\mathfrak{X})(\delta)=\mathscr{R}_{K}(\mathfrak{X}) \cdot e_{\delta}$ where $\varphi_{L}\left(e_{\delta}\right)=\delta\left(\pi_{L}\right) \cdot e_{\delta}$ and $\gamma\left(e_{\delta}\right)=\delta(\gamma) \cdot e_{\delta}$ if $a \in \Gamma_{L}$. We likewise define a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $\mathscr{R}_{K}(\mathfrak{B})(\delta)$ of rank 1 over $\mathscr{R}_{K}(\mathfrak{B})$ by $\mathscr{R}_{K}(\mathfrak{B})(\delta)=\mathscr{R}_{K}(\mathfrak{B}) \cdot e_{\delta}$ where $\varphi_{L}\left(e_{\delta}\right)=\delta\left(\pi_{L}\right) \cdot e_{\delta}$ and $\gamma\left(e_{\delta}\right)=\delta(\gamma) \cdot e_{\delta}$ if $\gamma \in \Gamma_{L}$. Note that $\mathscr{R}_{K}(\mathfrak{X})(\delta)$ is $L$-analytic if and only if $\delta$ is $L$-analytic, and likewise for $\mathscr{R}_{K}(\mathfrak{B})(\delta)$.

Proposition 3.18. If $M$ is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module of rank 1 over $\mathscr{R}_{L}(\mathfrak{B})$, then there exists a character $\delta: L^{\times} \rightarrow L^{\times}$such that $M \simeq \mathscr{R}_{L}(\mathfrak{B})(\delta)$.

Proof. This is [FX13] Prop. 1.9.
Lemma 3.19. If $\delta: L^{\times} \rightarrow L^{\times}$is a locally $L$-analytic character, then there exists $\alpha \in \mathbf{C}_{p}^{\times}$such that $g(\alpha)=\alpha \cdot \delta(\tau(g))$ for all $g \in G_{L}$.

Proof. Recall that since $\tau$ has a Hodge-Tate weight equal to 0 , there exists $\beta \in \mathbf{C}_{p}^{\times}$such that $g(\beta)=\beta \cdot \tau(g)$ for all $g \in G_{L}$. Since $\delta: L^{\times} \rightarrow L^{\times}$is locally $L$-analytic, there exists $s \in L$ and an open subgroup $U$ of $o_{L}^{\times}$such that $\delta(a)=$ $\exp (s \cdot \log (a))$ for any $a \in U$. By approximating $\beta$ multiplicatively by an element in $\bar{L}$ we find a finite extension $L^{\prime}$ of $L$ and a $\beta^{\prime} \in \mathbf{C}_{p}^{\times}$such that
(1) $g\left(\beta^{\prime}\right)=\beta^{\prime} \cdot \tau(g)$ for $g \in G_{L^{\prime}}$, and
(2) $s \cdot \log \left(\beta^{\prime}\right) \in p \cdot o_{\mathbf{C}_{p}}$.

Let $\alpha^{\prime}=\exp \left(s \cdot \log \left(\beta^{\prime}\right)\right)$. We then have $g\left(\alpha^{\prime}\right)=\alpha^{\prime} \cdot \delta(\tau(g))$ for all $g \in G_{L^{\prime}}$. The map $g \mapsto \frac{g\left(\alpha^{\prime}\right)}{\alpha^{\prime} \cdot \delta(\tau(g))}$ therefore is a 1-cocycle on $G_{L}$ which is trivial on $G_{L^{\prime}}$. By inflationrestriction its class then contains a 1-cocycle $\operatorname{Gal}\left(L^{\prime} / L\right) \rightarrow\left(\mathbf{C}_{p}^{\times}\right)^{G_{L^{\prime}}}=L^{\prime \times}$. Due to Hilbert 90 this class actually is trivial, which implies the assertion.

Proposition 3.20. If $\delta: L^{\times} \rightarrow L^{\times}$is a locally L-analytic character, then the equivalence in Thm. 3.16 satisfies $\mathscr{R}_{L}(\mathfrak{B})(\delta)_{\mathfrak{X}} \cong \mathscr{R}_{L}(\mathfrak{X})(\delta)$.

Proof. Let $\alpha \in \mathbf{C}_{p}^{\times}$be the element afforded by Lemma 3.19. Then $\alpha \otimes e_{\delta} \in$ $\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M_{\mathfrak{B}}\right)^{G_{L}, *}$. We now compute

$$
\begin{aligned}
\mathscr{R}_{L}(\mathfrak{B})(\delta)_{\mathfrak{X}} & =\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \cdot e_{\delta}\right)^{G_{L}, *} \\
& =\left(\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \cdot \alpha e_{\delta}\right)^{G_{L}, *} \\
& =\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B})^{G_{L}, *} \cdot \alpha e_{\delta} \\
& =\mathscr{R}_{L}(\mathfrak{X}) \cdot \alpha e_{\delta} .
\end{aligned}
$$

The $o_{L} \backslash\{0\}$-action on $\mathscr{R}_{L}(\mathfrak{B})(\delta)_{\mathfrak{X}}$ is given by $a\left(f \otimes \alpha e_{\delta}\right)=a(f) \otimes \alpha \delta(a) e_{\delta}$ for $0 \neq a \in o_{L}$. Hence $M_{\mathfrak{X}} \cong \mathscr{R}_{L}(\mathfrak{X})(\delta)$.

Proposition 3.21. If $M$ is an L-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module of rank 1 over the ring $\mathscr{R}_{L}(\mathfrak{X})$, then there exists a locally L-analytic character $\delta: L^{\times} \rightarrow L^{\times}$such that $M \cong \mathscr{R}_{L}(\mathfrak{X})(\delta)$.

Proof. If $M_{\mathfrak{B}}$ is the $\left(\varphi_{L}, \Gamma_{L}\right)$-module of rank 1 over $\mathscr{R}_{L}(\mathfrak{B})$ that comes from applying Thm. 3.16 to $M$, then $M_{\mathfrak{B}}$ is an $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module of rank 1 over $\mathscr{R}_{L}(\mathfrak{B})$. By Prop. 3.18, there exists a character $\delta: L^{\times} \rightarrow L^{\times}$such that $M \cong \mathscr{R}_{L}(\mathfrak{B})(\delta)$. Prop. 3.20 now implies that $M \cong \mathscr{R}_{L}(\mathfrak{X})(\delta)$.

This proposition implies theorem 3.17 for $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-modules of rank 1 over $\mathscr{R}_{L}(\mathfrak{X})$.

Proof of theorem 3.17. Since $\mathscr{R}_{L}(\mathfrak{X})$ is an integral domain the projective module $M$ has a well defined rank $r$. We may assume that $r \neq 0$. We have seen in Cor. 2.2.ii that $\mathscr{R}_{L}(\mathfrak{X})$ is a $1 \frac{1}{2}$ generator Prüfer domain. Hence $M$ is isomorphic to a finite direct sum of invertible ideals in $\mathscr{R}_{L}(\mathfrak{X})$ (cf. [CE99] Prop. I.6.1). By induction with respect to the number of these ideals one easily deduces from this, by using the analog of Cor. 1.11.ii, that

$$
M \cong \mathscr{R}_{L}(\mathfrak{X})^{r-1} \oplus I
$$

for some invertible ideal $I \subseteq \mathscr{R}_{L}(\mathfrak{X})$. Moreover, $I$ is isomorphic to the exterior power $\bigwedge^{r} M$ of $M$ (cf. [Bou70] III §7). The latter (and therefore also $I$ ) inherits from $M$ the structure of an $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{L}(\mathfrak{X})$. This reduces the proof of our assertion to the case that the $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ is of rank 1, which follows from Prop. 3.21.

We consider now a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{K}(\mathfrak{X})$ that is free of $\operatorname{rank}(M)=r$. If we pick a basis $e_{1}, \ldots, e_{r}$ of $M$ then the isomorphism in Def. 2.21 guarantees that $\varphi_{M}\left(e_{1}\right), \ldots, \varphi_{M}\left(e_{r}\right)$ again is a basis of $M$. The matrix

$$
A_{M}=\left(a_{i j}\right) \quad \text { where } \varphi_{M}\left(e_{j}\right)=\sum_{i=1}^{r} a_{i j} e_{i}
$$

therefore is invertible over $\mathscr{R}_{K}(\mathfrak{X})$. If we change the given basis by applying an invertible matrix $B$ then $A_{M}$ gets replaced by $B^{-1} A_{M} \varphi_{L}(B)$. By the above Prop. 2.28 we have $\operatorname{det}\left(A_{M}\right), \operatorname{det}(B) \in \mathscr{E}_{K}^{\dagger}(\mathfrak{X})^{\times}$. We compute

$$
\begin{aligned}
\left\|\operatorname{det}\left(B^{-1} A_{M} \varphi_{L}(B)\right)\right\|_{1} & =\|\operatorname{det}(B)\|_{1}^{-1} \cdot\left\|\operatorname{det}\left(A_{M}\right)\right\|_{1} \cdot\left\|\varphi_{L}(\operatorname{det}(B))\right\|_{1} \\
& =\|\operatorname{det}(B)\|_{1}^{-1} \cdot\left\|\operatorname{det}\left(A_{M}\right)\right\|_{1} \cdot\|\operatorname{det}(B)\|_{1} \\
& =\left\|\operatorname{det}\left(A_{M}\right)\right\|_{1}
\end{aligned}
$$

where the first, resp. second, identity uses that the norm $\left\|\|_{1}\right.$ is multiplicative, resp. that $\varphi_{L}$ is $\left\|\|_{1}\right.$-isometric. This leads to the following definitions.

Definition 3.22. Let $M$ be a free $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{K}(\mathfrak{X})$.
(1) The degree of $M$ is the rational number $\operatorname{deg}(M)$ such that

$$
p^{-\operatorname{deg}(M)}=\left\|\operatorname{det}\left(A_{M}\right)\right\|_{1}
$$

(2) The slope of $M$ is $\mu(M):=\operatorname{deg}(M) / \operatorname{rk}(M)$.

Definition 3.23. An $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ over $\mathscr{R}_{L}(\mathfrak{X})$ is called étale if $M$ has degree zero and if every sub- $\left(\varphi_{L}, \Gamma_{L}\right)$-module $N$ of $M$ has degree $\geq 0$. Let $\operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{L}(\mathfrak{X})\right)$ denote the full subcategory of all étale ( $L$-analytic) $\left(\varphi_{L}, \Gamma_{L}\right)$ modules over $\mathscr{R}_{L}(\mathfrak{X})$.

Remark 3.24. Every sub- $\left(\varphi_{L}, \Gamma_{L}\right)$-module $N$ of an $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-module $M$ is $L$-analytic and hence is free by Thm. 3.17 , so that we can define its degree.

As before this makes equally sense for $\mathfrak{B}$ instead of $\mathfrak{X}$ so that we also have the category $\operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{K}(\mathfrak{B})\right)$. By the subsequent remark, the definition of étaleness coincides with the usual definition in the case of $\mathfrak{B}$.

Remark 3.25.
i. Any finitely generated submodule of a finitely generated projective module over $\mathscr{R}_{L}(\mathfrak{B})$ is free.
ii. Let $M$ be an étale $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{L}(\mathfrak{B})$; then any sub- $\varphi_{L}$-module $N$ of $M$ has degree $\geq 0$.

Proof. i. It is well known to follow from Lazard's work in [Laz65] that $\mathscr{R}_{L}(\mathfrak{B})$ is a Bezout domain (compare [Sch06b] Satz 10.1). But it is a general fact that finitely generated projective modules over Bezout domains are free (cf. [Lam99] Thm. 2.29). Moreover, even over a Prüfer domain, finitely generated submodules of finitely generated projective modules are projective.
ii. For sake of clarity: A sub- $\varphi_{L^{-}}$module $N$ of $M$ is a finitely generated $\varphi_{L^{-}}$ invariant submodule $N \subseteq M$ such that $\mathscr{R}_{L}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B}), \varphi_{L}} N \stackrel{\cong}{\rightrightarrows} N$. By i. any such $N$ is free of rank $\leq \operatorname{rank}(M)$.

Let now $N \subseteq M$ be an arbitrary but fixed nonzero sub- $\varphi_{L}$-module. We have to show that $\mu(N) \geq 0$. By [Ked08] Lemma 1.4.12 it suffices to consider the unique largest sub- $\varphi_{L}$-module $M_{1} \subseteq M$ of least slope. We claim that $M_{1}$ is $\Gamma_{L}$-invariant. Let $g \in \Gamma_{L}$ and let $e_{1}, \ldots, e_{r}$ be a basis of $M_{1}$. Then $g e_{1}, \ldots, g e_{r}$ is a basis of the sub- $\varphi_{L}$-module $g M_{1}$. By the $\Gamma_{L}$-invariance of the norm $\left\|\|_{1}\right.$ we obtain
$\left\|\operatorname{det}\left(A_{g M_{1}}\right)\right\|_{1}=\left\|g \operatorname{det}\left(A_{M_{1}}\right)\right\|_{1}=\left\|\operatorname{det}\left(A_{M_{1}}\right)\right\|_{1} \quad$ and hence $\quad \mu\left(g M_{1}\right)=\mu\left(M_{1}\right)$.
It follows that $g M_{1} \subseteq M_{1}$. This shows that $M_{1}$ is a sub- $\left(\varphi_{L}, \Gamma_{L}\right)$-module. By the étaleness of $M$ we then must have $\mu\left(M_{1}\right) \geq 0$.

Proposition 3.26. If $M \in \operatorname{Mod}_{L, a n}\left(\mathscr{R}_{L}(\mathfrak{B})\right)$, then $\operatorname{deg}\left(M_{\mathfrak{X}}\right)=\operatorname{deg}(M)$.
Proof. The degree of $M_{\mathfrak{X}}$ depends only on $\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} M_{\mathfrak{X}}$, and we have

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X})} M_{\mathfrak{X}}=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathscr{R}_{L}(\mathfrak{B})} M .
$$

Theorem 3.27. The functors $M \longmapsto M_{\mathfrak{X}}$ and $N \longmapsto N_{\mathfrak{B}}$ induce an equivalence of categories

$$
\operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{L}(\mathfrak{B})\right) \simeq \operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{L}(\mathfrak{X})\right)
$$

Proof. By Prop. 3.26, we have $\operatorname{deg}\left(N_{\mathfrak{X}}\right)=\operatorname{deg}(N)$ for every $\operatorname{sub}-\left(\varphi_{L}, \Gamma_{L}\right)$ module $N$ of $M$. If $M$ is étale, then this shows that $\operatorname{deg}\left(M_{\mathfrak{X}}\right)=0$ and that $\operatorname{deg}\left(N_{\mathfrak{X}}\right) \geq 0$ for every sub- $\left(\varphi_{L}, \Gamma_{L}\right)$-module $N$ of $M$. As a consequence of Thm. 3.16, if $N$ runs over all sub- $\left(\varphi_{L}, \Gamma_{L}\right)$-modules of $M$, then $N_{\mathfrak{X}}$ runs over all sub$\left(\varphi_{L}, \Gamma_{L}\right)$-modules of $M_{\mathfrak{X}}$. It follows that $M_{\mathfrak{X}}$ is étale. By symmetry, the same holds with $N$ and $N_{\mathfrak{B}}$. Hence the equivalence in Thm. 3.16 restricts to the asserted equivalence.

Corollary 3.28. There is an equivalence of categories:

$$
\operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{L}(\mathfrak{X})\right) \simeq\left\{L \text {-analytic representations of } G_{L}\right\} .
$$

Proof. This follows from Thm. 3.27, and Thm. D of [Ber16] according to which there is an equivalence of categories $\operatorname{Mod}_{L, a n}^{e t}\left(\mathscr{R}_{L}(\mathfrak{B})\right) \simeq\{L$-analytic representations of of $\left.G_{L}\right\}$.

### 3.4. Crystalline $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathcal{O}_{L}(\mathfrak{X})$

In [KR09] and [Kis06] they attach to every filtered $\varphi_{L}$-module $D$ over $L$ a $\left(\varphi_{L}, \Gamma_{L}\right)$-module $\mathcal{M}(D)$ over $\mathcal{O}_{L}(\mathfrak{B})$. We carry out the corresponding construction over $\mathcal{O}_{L}(\mathfrak{X})$. In the next section, we show that the two generalizations are compatible with the equivalence of categories of Theorem A, after extending scalars to $\mathscr{R}_{L}(\mathfrak{B})$ and $\mathscr{R}_{L}(\mathfrak{X})$. We now give the analogue over $\mathfrak{X}$ of Kisin's construction over $\mathfrak{B}$. It is possible to replace everywhere in this section $\mathfrak{X}$ by $\mathfrak{B}$, and we then recover the results of $[\mathbf{K R 0 9}]$. If $Y=\operatorname{supp}(\Delta)$ is the support of an effective divisor $\Delta$ on $\mathfrak{X}$ of the form

$$
\Delta(x):= \begin{cases}1 & \text { if } x \in Y \\ 0 & \text { otherwise }\end{cases}
$$

then we simply write $I_{Y}:=I_{\Delta}=\left\{f \in \mathcal{O}_{L}(\mathfrak{X}): f(x)=0\right.$ for any $\left.x \in Y\right\}$ for the corresponding closed ideal, and let $I_{Y}^{-1}$ denote its inverse fractional ideal. We introduce the $\mathcal{O}_{L}(\mathfrak{X})$-algebra $\mathcal{O}_{L}(\mathfrak{X})\left[Y^{-1}\right]:=\bigcup_{m \geq 1} I_{Y}^{-m}$ and, for any $\mathcal{O}_{L}(\mathfrak{X})$-module $M$, we put

$$
M\left[Y^{-1}\right]:=\mathcal{O}_{L}(\mathfrak{X})\left[Y^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M
$$

Lemma 3.29. The ring homomorphism $\mathcal{O}_{L}(\mathfrak{X}) \longrightarrow \mathcal{O}_{L}(\mathfrak{X})\left[Y^{-1}\right]$ is flat.
Proof. The assertion is a special case of the following fact. Let $I \subseteq A$ be an invertible ideal in the integral domain $A$ and consider the ring homomorphism $A \longrightarrow A_{I}:=\bigcup_{m \geq 1} I^{-m}$. We have $\sum_{i=1}^{n} f_{i} g_{i}=1$ for appropriate elements $f_{i} \in I$ and $g_{i} \in I^{-1}$. The $f_{i}$ then generate the unit ideal in the ring $A_{I}$. Hence $\operatorname{Spec}\left(A_{I}\right)=$ $\bigcup_{i} \operatorname{Spec}\left(\left(A_{I}\right)_{f_{i}}\right)$. But $A f_{i} \subseteq I$ implies $I^{-1} \subseteq A f_{i}^{-1}$, hence $A_{I} \subseteq A_{f_{i}}$, and therefore $\left(A_{I}\right)_{f_{i}}=A_{f_{i}}$ and $\operatorname{Spec}\left(A_{I}\right)=\bigcup_{i} \operatorname{Spec}\left(A_{f_{i}}\right)$. Since the localizations $A \longrightarrow A_{f_{i}}$ are flat it follows that $A \longrightarrow A_{I}$ is flat.

In this section we will construct $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$ from the following kind of data.

Definition 3.30. A filtered $\varphi_{L}$-module $D$ is a finite dimensional $L$-vector space equipped with

$$
\text { - a linear automorphism } \varphi_{D}: D \longrightarrow D
$$

- and a descending, separated, and exhaustive Z-filtration Fil ${ }^{\bullet} D$ by vector subspaces.
In the following we let $Z \subseteq \mathfrak{X}$ denote the subset of all torsion points different from 1, i.e., $Z=\left(\bigcup_{n \geq 1} \mathfrak{X}\left[\pi_{L}^{n}\right]\right) \backslash\{1\}$. We define the function $n: Z \longrightarrow \mathbf{Z}_{\geq 0}$ by $\left.\left.x \in \mathfrak{X}\left[\pi_{L}^{n(x)+1}\right]\right) \backslash \mathfrak{X}\left[\pi_{L}^{n(x)}\right]\right)$. We keep the notations introduced in the section 1.4 (with $K=L$ ). We always equip the field of fractions $\operatorname{Fr}\left(\mathcal{O}_{x}\right)$ of the local ring $\mathcal{O}_{x}$, for any point $x \in Z$, with the $\mathfrak{m}_{x}$-adic filtration.

Let $D$ be a filtered $\varphi_{L}$-module of dimension $d_{D}$. We introduce the $\mathcal{O}_{L}(\mathfrak{X})$ module

$$
\begin{aligned}
\mathcal{M}(D):=\left\{s \in \mathcal{O}_{L}(\mathfrak{X})[ \right. & \left.Z^{-1}\right] \otimes_{L} D: \\
& \left.\left(\operatorname{id} \otimes \varphi_{D}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right) \text { for any } x \in Z\right\}
\end{aligned}
$$

where the $\mathrm{Fil}^{0}$ refers to the tensor product filtration on $\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D$. Suppose that $a \leq b$ are integers such that $\mathrm{Fil}^{a} D=D$ and $\mathrm{Fil}^{b+1} D=0$. Then

$$
\begin{equation*}
I_{Z}^{-a} \otimes_{L} D \subseteq \mathcal{M}(D) \subseteq I_{Z}^{-b} \otimes_{L} D \tag{3.10}
\end{equation*}
$$

Lemma 3.31. $\mathcal{M}(D)$ is a finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-module of rank $d_{D}$. If $\widetilde{\mathcal{M}}(D)$ denotes the corresponding coherent $\mathcal{O}$-module sheaf and $\widetilde{\mathcal{M}}_{x}(D)$ its stalk in any point $x \in \mathfrak{X}$, then $\widetilde{\mathcal{M}}_{x}(D)=\mathcal{O}_{x} \otimes_{L} D$ for any $x \notin Z$.

Proof. The definition of $\mathcal{M}(D)$ shows that

$$
\mathcal{M}(D)=\operatorname{ker}\left(I_{Z}^{-b} \otimes_{L} D \longrightarrow \prod_{r} I_{Z}^{-b} \mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{L} D / \mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D)\right)
$$

Since the above map is continuous and since over the noetherian Banach algebra $\mathcal{O}_{L}(\mathfrak{X}(r))$ any submodule of a finitely generated module is closed it follows that $\mathcal{M}(D)$ is closed in the finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-module $I_{Z}^{-b} \otimes_{L} D$. Hence Lemma 1.9 implies that $\mathcal{M}(D)$ is finitely generated projective. The second part of the assertion is an immediate consequence of (3.10).

We may also compute the stalks of $\widetilde{\mathcal{M}}(D)$ in the points in $Z$.
Lemma 3.32. For any $x \in Z$ we have

$$
\begin{aligned}
\widetilde{\mathcal{M}}_{x}(D) & =\mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D) \\
& =\left\{s \in \operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D:\left(\operatorname{id} \otimes \varphi_{D}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right)\right\} \\
& \xrightarrow{\text { id } \otimes \varphi_{D}^{-n(x)}} \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right)
\end{aligned}
$$

Proof. We temporarily define

$$
\mathcal{M}_{x}(D):=\left\{s \in \mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{L} D:\left(\operatorname{id} \otimes \varphi_{D}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right)\right\}
$$

We pick a function $f \in \mathcal{O}_{L}(\mathfrak{X})$ whose zero set contains $Z \backslash\{x\}$ but not $x$ (Lemma 1.3). Then

$$
\mathcal{M}(D) \subseteq \mathcal{M}_{x}(D) \subseteq f^{-(b-a)} \mathcal{M}(D)
$$

This shows that $\mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D)=\mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}_{x}(D)$. Due to (3.10) we have the commutative diagram


In particular, the middle horizontal arrow is injective. But it also is surjective as follows easily from the surjectivity of the map $I_{Z}^{-b} \longrightarrow \operatorname{Fil}^{-b}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right)\right) / \operatorname{Fil}^{-a}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right)\right)$ (compare the proof of Lemma 1.2).

The injective ring endomorphism $\varphi_{L}$ of $\mathcal{O}_{L}(\mathfrak{X})$ extends, of course, to its field of fractions. Using Lemma 1.26.iii one checks that $\varphi_{L}\left(I_{Z}^{-1}\right) \subseteq I_{Z}^{-1}$. Hence the module $\mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{L} D$ carries the injective $\varphi_{L}$-linear endomorphism $\varphi_{L} \otimes \varphi_{D}$. We define $Z_{0}:=\{x \in Z: n(x)=0\}=\mathfrak{X}\left[\pi_{L}\right] \backslash\{1\}$.

Lemma 3.33. The map $\varphi_{L} \otimes \varphi_{D}$ induces an injective $\varphi_{L}$-linear homomorphism

$$
\varphi_{\mathcal{M}(D)}: \mathcal{M}(D) \longrightarrow I_{Z_{0}}^{a} \mathcal{M}(D)
$$

Proof. Let $s \in \mathcal{M}(D)$. We show that $I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \varphi_{D}\right)(s)$ is contained in $\mathcal{M}(D)$. Since $I_{Z_{0}}^{-1} \subseteq I_{Z}^{-1}$ we certainly have $I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \varphi_{D}\right)(s) \subseteq \mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{L} D$. Hence we have to check the local condition for any $x \in Z$. First we assume that $n(x) \geq 1$ or, equivalently, that $x \notin Z_{0}$. Then

$$
\begin{aligned}
\left(\mathrm{id} \otimes \varphi_{D}^{-n(x)}\right)\left(I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \varphi_{D}\right)(s)\right) & =I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \mathrm{id}\right)\left(\operatorname{id} \otimes \varphi_{D}^{-n(x)+1}\right)(s) \\
& =I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \mathrm{id}\right)\left(\operatorname{id} \otimes \varphi_{D}^{-n\left(\pi_{L}^{*}(x)\right)}\right)(s) \\
& \subseteq I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \mathrm{id}\right)\left(\operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{\pi_{L}^{*}(x)}\right) \otimes_{L} D\right)\right) \\
& \subseteq I_{Z_{0}}^{-a} \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right) \\
& =\operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right)
\end{aligned}
$$

If $n(x)=0$ then, using that $\pi_{L}^{*}(x)=1 \notin Z$, we have

$$
\begin{aligned}
I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \varphi_{D}\right)(s) & =I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \mathrm{id}\right)\left(\mathrm{id} \otimes_{D}\right)(s) \\
& \subseteq I_{Z_{0}}^{-a}\left(\varphi_{L} \otimes \mathrm{id}\right)\left(\mathcal{O}_{\pi_{L}^{*}(x)} \otimes_{L} D\right) \\
& \subseteq I_{Z_{0}}^{-a} \mathcal{O}_{x} \otimes_{L} D=\mathfrak{m}_{x}^{-a} \otimes_{L} D \\
& \subseteq \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D\right)
\end{aligned}
$$

Let $\mathfrak{n}(1) \subseteq \mathcal{O}_{L}(\mathfrak{X})$ denote the (closed) maximal ideal of functions vanishing in the point 1 .

Lemma 3.34. We have $I_{Z_{0}}=\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}(\mathfrak{n}(1)) \mathfrak{n}(1)^{-1}$.
Proof. Since $\varphi_{L}(\mathfrak{n}(1)) \subseteq \mathfrak{n}(1)$ we have

$$
\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}(\mathfrak{n}(1)) \mathfrak{n}(1)^{-1} \subseteq \mathfrak{n}(1) \mathfrak{n}(1)^{-1}=\mathcal{O}_{L}(\mathfrak{X})
$$

Hence the right hand side of the asserted identity is a finitely generated and therefore (Prop. 1.6) closed ideal in $\mathcal{O}_{L}(\mathfrak{X})$ as is the left hand side. By Prop. 1.4 this reduces us to checking that both ideals have the same divisor. But this follows immediately from Lemma 1.26.iii.

In view of this Lemma 3.34 the Lemma 3.33 can be restated as saying that $\varphi_{L} \otimes \varphi_{D}$ induces a $\varphi_{L}$-linear endomorphism

$$
\varphi_{\mathcal{M}(D)}: \mathfrak{n}(1)^{-a} \mathcal{M}(D) \longrightarrow \mathfrak{n}(1)^{-a} \mathcal{M}(D)
$$

and we therefore may define the linear map

$$
\begin{aligned}
\bar{\varphi}_{\mathcal{M}(D)}: \mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{n}(1)^{-a} \mathcal{M}(D) & \longrightarrow \mathfrak{n}(1)^{-a} \mathcal{M}(D) \\
f \otimes s & \longmapsto f \varphi_{\mathcal{M}(D)}(s)
\end{aligned}
$$

Note that $\mathfrak{n}(1)^{-a} \mathcal{M}(D)$ is a finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-module by Lemma 3.31 and Cor. 1.8.

Remark 3.35. Let $\phi:=\pi_{L}^{*}: \mathfrak{X} \longrightarrow \mathfrak{X}$; for any coherent $\mathcal{O}$-module $\mathfrak{M}$ such that $\mathfrak{M}(\mathfrak{X})$ is a finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-module the coherent $\mathcal{O}$-module $\phi^{*} \mathfrak{M}$ has global sections $\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{M}(\mathfrak{X})$.

Proof. Let $\phi_{r}$ denote the restriction of $\phi$ to $\mathfrak{X}(r)$. We compute

$$
\begin{aligned}
& \left(\phi^{*} \mathfrak{M}\right)(\mathfrak{X})=\underset{\rightleftarrows}{\lim }\left(\phi^{*} \mathfrak{M}\right)(\mathfrak{X}(r)) \\
& =\lim _{\leftrightarrows}\left(\phi_{r}^{*}\left(\mathfrak{M}_{\mid \mathfrak{X}(r)}\right)\right)(\mathfrak{X}(r)) \\
& =\varliminf_{\longleftarrow} \mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{\mathcal{O}_{L}(\mathfrak{X}(r)), \varphi_{L}} \mathfrak{M}(\mathfrak{X}(r)) \\
& =\lim _{\rightleftarrows} \mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{M}(\mathfrak{X}) \\
& =\left(\lim _{\leftarrow} \mathcal{O}_{L}(\mathfrak{X}(r))\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{M}(\mathfrak{X}) \\
& =\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{M}(\mathfrak{X}) .
\end{aligned}
$$

Here the fourth identity comes from Remark 1.12.i, and the fifth identity uses the fact that the tensor product by a finitely generated projective module commutes with projective limits.

Let $\mathcal{N}$ denote the coherent $\mathcal{O}$-module with global sections

$$
\mathcal{N}(\mathfrak{X})=\mathfrak{n}(1)^{-a} \mathcal{M}(D) .
$$

Using Fact 1.12 and Remark 3.35 we see that $\widetilde{\varphi}_{\mathcal{M}(D)}$ is the map induced on global sections by a homomorphism $\Phi: \phi^{*} \mathcal{N} \longrightarrow \mathcal{N}$ of coherent $\mathcal{O}$-modules (here $\phi:=\pi_{L}^{*}$ ).

Proposition 3.36.
i. On stalks in a point $x \in \mathfrak{X}$ the map $\Phi$ is an isomorphism if $x \notin Z_{0}$ and identifies with

$$
\mathfrak{m}_{x}^{-a} \otimes_{L} D \xrightarrow{\subseteq} \sum_{j} \mathfrak{m}_{x}^{-j} \otimes_{L} \mathrm{Fil}^{j} D
$$

whose cokernel is $\mathcal{O}_{x}$-isomorphic to $\sum_{j=0}^{b-a} \mathcal{O}_{x} / \mathfrak{m}_{x}^{j} \otimes_{L} \operatorname{gr}^{a+j} D$, if $x \in Z_{0}$.
ii. The map $\bar{\varphi}_{\mathcal{M}(D)}$ is injective and its cokernel is annihilated by $I_{Z_{0}}^{b-a}$.

Proof. i. The map under consideration between the stalks in a point $x$ is

$$
\mathcal{O}_{x} \otimes_{\mathcal{O}_{\pi_{L}^{*}(x), \varphi_{L}}} \widetilde{\mathcal{M}}_{\pi_{L}^{*}(x)}(D) \xrightarrow[\mathcal{O}_{x} \otimes\left(\varphi_{\mathcal{M}(D)}\right)_{x}]{ } \widetilde{\mathcal{M}}_{x}(D)
$$

if $x \notin Z_{0} \cup\{1\}$, resp.

$$
\mathcal{O}_{x} \otimes_{\mathcal{O}_{1, \varphi_{L}}} \mathfrak{m}_{1}^{-a} \widetilde{\mathcal{M}}_{1}(D) \xrightarrow[\mathcal{O}_{x} \otimes\left(\varphi_{\mathcal{M}(D)}\right)_{x}]{ } \widetilde{\mathcal{M}}_{x}(D)
$$

if $x \in Z_{0}$, resp.

$$
\mathcal{O}_{1} \otimes_{\mathcal{O}_{1, \varphi_{L}}} \mathfrak{m}_{1}^{-a} \widetilde{\mathcal{M}}_{1}(D) \xrightarrow[\mathcal{O}_{1} \otimes\left(\varphi_{\mathcal{M}(D)}\right)_{1}]{ } \mathfrak{m}_{1}^{-a} \widetilde{\mathcal{M}}_{1}(D)
$$

if $x=1$.
First suppose that $x \notin Z$. Then also $\pi_{L}^{*}(z) \notin Z$, and the above map identifies with the isomorphism

$$
\mathcal{O}_{x} \otimes_{L} D \underset{\mathrm{id} \otimes \varphi_{D}}{\cong} \mathcal{O}_{x} \otimes_{L} D .
$$

if $x \neq 1$, resp.

$$
\mathcal{O}_{1} \otimes_{\mathcal{O}_{1, \varphi_{L}}} \mathfrak{m}_{1}^{-a} \otimes_{L} D=\mathcal{O}_{1} \varphi_{L}\left(\mathfrak{m}_{1}\right)^{-a} \otimes_{L} D \underset{\text { id } \otimes \varphi_{D}}{\cong} \mathfrak{m}_{1}^{-a} \otimes_{L} D
$$

if $x=1$, where the identity comes from the flatness of $\varphi_{L}$ (Lemma 1.26.i).

Next suppose that $x \in Z \backslash Z_{0}$ so that $\pi_{L}^{*}(x) \in Z$ as well. Then, by Lemma 3.32, we have the commutative diagram

where the lower left vertical map is an isomorphism again by the flatness of $\varphi_{L}$.
Finally we consider the case $x \in Z_{0}$. Then the corresponding diagram is

(Note that we have used several times implicitly that $\varphi_{L}$ is unramified by Lemma 1.26.ii.)
ii. This follows from i. by passing to global sections.

Corollary 3.37.
i. We have $I_{Z_{0}}^{b} \mathcal{M}(D) \subseteq \mathcal{O}_{L}(\mathfrak{X}) \varphi_{\mathcal{M}(D)}(\mathcal{M}(D)) \subseteq I_{Z_{0}}^{a} \mathcal{M}(D)$.
ii. The $\mathcal{O}_{L}(\mathfrak{X})$-linear map $\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathcal{M}(D) \longrightarrow I_{Z_{0}}^{a} \mathcal{M}(D)$ induced by $\varphi_{\mathcal{M}(D)}$ is injective with cokernel annihilated by $I_{Z_{0}}^{b-a}$.
iii. The $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$-linear map

$$
\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathcal{M}(D) \stackrel{\cong}{\cong} \mathcal{M}(D)\left[Z_{0}^{-1}\right]
$$

induced by $\varphi_{\mathcal{M}(D)}$ is an isomorphism.
Proof. i. The right hand inclusion was shown in Lemma 3.33. For the left hand inclusion we observe that Prop. 3.36.ii implies that

$$
I_{Z_{0}}^{b-a} \mathfrak{n}(1)^{-a} \mathcal{M}(D) \subseteq \mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}\left(\mathfrak{n}(1)^{-a}\right) \varphi_{\mathcal{M}(D)}(\mathcal{M}(D)) .
$$

Using Lemma 3.34 we deduce that

$$
I_{Z_{0}}^{b} \mathcal{M}(D) \subseteq\left(\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}(\mathfrak{n}(1))^{a} \mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}\left(\mathfrak{n}(1)^{-a}\right) \varphi_{\mathcal{M}(D)}(\mathcal{M}(D))\right.
$$

But one easily checks that $\left(\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}(\mathfrak{n}(1))^{a} \mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}\left(\mathfrak{n}(1)^{-a}\right)=\mathcal{O}_{L}(\mathfrak{X})\right.$.
ii. The annihilation property of the cokernel is clear from i. To establish the injectivity we may assume without loss of generality that $a \leq 0$. We consider the commutative diagram

and we pick a function $0 \neq f \in \mathfrak{n}(1)$. Then $\varphi_{L}\left(f^{-a}\right) \neq 0$ in $\mathcal{O}_{L}(\mathfrak{X})$. Suppose that $s$ is a nonzero element in the kernel of the lower horizontal map. Then $\varphi_{L}\left(f^{-a}\right) s$ is a nonzero element in this kernel as well since $\mathcal{M}(D)$ is a projective $\mathcal{O}_{L}(\mathfrak{X})$ module. But $\varphi_{L}\left(f^{-a}\right) s$ lifts to an element in $\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathfrak{n}(1)^{-a} \mathcal{M}(D)$ which necessarily lies in the kernel of $\bar{\varphi}_{\mathcal{M}(D)}$. This contradicts the injectivity assertion in Prop. 3.36.ii.
iii. This immediately follows from ii. since $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$ is flat over $\mathcal{O}_{L}(\mathfrak{X})$ by Lemma 3.29.

For any $c \in o_{L}^{\times}$the map $c^{*}$ is an automorphism of $\mathfrak{X}$ which respects the subset $Z$ as well as the function $n: Z \longrightarrow \mathbf{Z}_{\geq 0}$. It is straightforward to conclude from this that $c_{*} \otimes \mathrm{id}$ induces a semilinear automorphism $c_{\mathcal{M}(D)}$ of $\mathcal{M}(D)$ such that the diagram

is commutative. Clearly these constructions are functorial in $D$.
Recall that $\operatorname{Vec}\left(\right.$ Fil, $\left.\varphi_{L}\right)$ denotes the exact category of filtered $\varphi_{L}$-modules as introduced in Definition 3.30. For any $D$ in $\operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right)$ we have constructed a finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-module $\mathcal{M}(D)$ together with an injective $\varphi_{L^{-}}$ linear map

$$
\varphi_{\mathcal{M}(D)}: \mathcal{M}(D) \longrightarrow \mathcal{M}(D)\left[Z_{0}^{-1}\right]
$$

(cf. Lemmas 3.31 and 3.33) such that the induced $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$-linear map

$$
\begin{aligned}
& \widetilde{\varphi}_{\mathcal{M}(D)}: \mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathcal{M}(D) \cong \\
& f \otimes s \longmapsto \mathcal{M}(D)\left[Z_{0}^{-1}\right] \\
& \mathcal{M}(D)(s)
\end{aligned}
$$

is an isomorphism (Cor. 3.37.iii). We also have the group $\Gamma_{L}$ acting on $\mathcal{M}(D)$ by semilinear automorphisms $\gamma_{\mathcal{M}(D)}$ such that the diagrams

are commutative (cf. (3.11)). Being a finitely generated module $\mathcal{M}(D)$ carries a natural Fréchet topology.

Lemma 3.38. The $\Gamma_{L}$-action on $\mathcal{M}(D)$ is continuous and differentiable, and the derived Lie $\left(\Gamma_{L}\right)$-action is L-bilinear.

Proof. By the proof of Lemma 3.31 the module $\mathcal{M}(D)$ is a closed submodule of the finitely generated projective module $I_{Z}^{-b} \otimes_{L} D$ for some $b \geq 0$. This reduces us to showing that the $\Gamma_{L}$-action on $I_{Z}^{-b}$ has all the asserted properties. Multiplication by the function $\left(\log _{\mathfrak{X}}\right)^{b}$ induces a continuous bijection $I_{Z}^{-b} \longrightarrow \mathfrak{n}(1)^{b}$. By the open mapping theorem it has to be a topological isomorphism. By Lemma 1.28.ii the $\Gamma_{L}$-action on $I_{Z}^{-b}$ corresponds to the natural $\Gamma_{L}$-action on the closed ideal $\mathfrak{n}(1)^{b}$ in $\mathcal{O}_{L}(\mathfrak{X})$ twisted by the locally $L$-analytic character $\Gamma_{L}=o_{L}^{\times} \longrightarrow L^{\times}$sending $\gamma$ to $\gamma^{-b}$. By the discussion after Lemma 2.18 the $\Gamma_{L}$-action on $\mathcal{O}_{L}(\mathfrak{X})$ and a fortiori the natural action on the closed ideal $\mathfrak{n}(1)^{b}$ and hence the twisted action all have the wanted properties.

There is one additional important property. By Lemma 3.32 we have $\widetilde{\mathcal{M}}_{1}(D)=$ $\mathcal{O}_{1} \otimes_{L} D$. We see that the induced $\Gamma_{L}$-action (note that the monoid action on $\mathfrak{X}$ fixes the point 1) on $\mathcal{M}(D) / \mathfrak{n}(1) \mathcal{M}(D)=\widetilde{\mathcal{M}}_{1}(D) / \mathfrak{m}_{1} \widetilde{\mathcal{M}}_{1}(D)=D$ is trivial.

Definition 3.39. We therefore introduce the category $\operatorname{Mod}_{/ \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$ of finitely generated projective $\mathcal{O}_{L}(\mathfrak{X})$-modules $M$ equipped with an injective $\varphi_{L}$-linear map

$$
\varphi_{M}: M \longrightarrow M\left[Z_{0}^{-1}\right]
$$

as well as a continuous (w.r.t. the natural Fréchet topology on $M$ ) action of $\Gamma_{L}$ by semilinear automorphisms $\gamma_{M}$ such that the following properties are satisfied:
a) The induced $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$-linear map

$$
\begin{aligned}
& \widetilde{\varphi}_{M}: \mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M \stackrel{\cong}{\longmapsto} M\left[Z_{0}^{-1}\right] \\
& f \otimes s \longmapsto f \varphi_{M}(s)
\end{aligned}
$$

is an isomorphism.
b) For any $\gamma \in \Gamma_{L}$ the diagram

is commutative.
c) The induced $\Gamma_{L}$-action on $M / \mathfrak{n}(1) M$ is trivial.

REmARK 3.40. There are integers $a \leq 0 \leq c$ such that the map $\widetilde{\varphi}_{M}$ restricts to an injective map $\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M \longrightarrow I_{Z_{0}}^{a} M$ whose cokernel is annihilated by $I_{Z_{0}}^{c}$.

Proof. Since $M$ is finitely generated we find an $a \leq 0$ such that $\varphi_{M}(M) \subseteq$ $I_{Z_{0}}^{a} M$. Since $M$ is projective we have

$$
\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M \subseteq \mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M .
$$

Hence the injectivity follows from condition a). Tensoring the resulting map

$$
\mathcal{O}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M \longrightarrow I_{Z_{0}}^{a} M
$$

with $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$ gives back the isomorphism $\widetilde{\varphi}_{M}$ (recall that $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right]$ is flat over $\mathcal{O}_{L}(\mathfrak{X})$ by Lemma 3.29). Hence the cokernel $N$ of this map satisfies $N\left[Z_{0}^{-1}\right]=$ 0 . For any function $0 \neq f \in I_{Z_{0}}$ we have $I_{Z_{0}}^{-1} \subseteq \mathcal{O}_{L}(\mathfrak{X}) f^{-1}$ and consequently that the localization $N_{f}$ vanishes. Since $N$ is finitely generated we find a $c(f) \geq 0$ such that $f^{c(f)} N=0$. Finally, since $I_{Z_{0}}$ is finitely generated, we must have a $c \geq 0$ such that $I_{Z_{0}}^{c} N=0$.

## Lemma 3.41. The $\Gamma_{L}$-action on $M$ is differentiable.

Proof. We put $M_{n}:=\mathcal{O}_{L}\left(\mathfrak{X}_{n}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$. The $\Gamma_{L}$-action extends semilinearly to an action on each $M_{n}$ by automorphisms $\gamma_{M_{n}}:=\gamma_{*} \otimes \gamma_{M}$. Since $M_{n}$ is a finitely generated projective $\mathcal{O}_{L}\left(\mathfrak{X}_{n}\right)$-module (and $\Gamma_{L}$ acts continuously on $\mathcal{O}_{L}\left(\mathfrak{X}_{n}\right)$ ) any individual $\gamma_{M_{n}}$ is a continuous automorphism of the Banach module $M_{n}$. On the other hand, the orbit maps for $M_{n}$ are the composite of the, by assumption, continuous orbit maps for $M$ and the continuous map $M \longrightarrow M_{n}$ and hence are continuous. It therefore follows from the nonarchimedean Banach-Steinhaus theorem that the $\Gamma_{L}$-action on each $M_{n}$ is (jointly) continuous. From the discussion after Lemma 2.18 we know that the $\Gamma_{L}$-action on $\mathcal{O}_{L}\left(\mathfrak{X}_{n}\right)$ satisfies the condition (2.2). We then conclude from Prop. 2.16 that the $\Gamma_{L^{-}}$action on $M_{n}$ is locally $\mathbf{Q}_{p^{-}}$ analytic. The asserted differentiability now follows from the fact that the Fréchet module $M$ is the projective limit of the Banach modules $M_{n}$.

As we have seen above we then have the well defined functor

$$
\begin{aligned}
\mathcal{M}: \operatorname{Vec}\left(\text { Fil }, \varphi_{L}\right) & \longrightarrow \operatorname{Mod}_{/ X}^{\varphi_{L}, \Gamma_{L}, \text { an }} \\
D & \longmapsto \mathcal{M}(D) .
\end{aligned}
$$

On the other hand, for any $M$ in $\operatorname{Mod}_{/ \neq \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$ we have the finite dimensional $L$-vector space

$$
\mathcal{D}(M):=M / \mathfrak{n}(1) M
$$

Since $M / \mathfrak{n}(1) M=M\left[Z_{0}^{-1}\right] / \mathfrak{n}(1) M\left[Z_{0}^{-1}\right]$ the map $\varphi_{M}$ induces an $L$-linear endomorphism of $M / \mathfrak{n}(1) M$ denoted by $\varphi_{\mathcal{D}(M)}$. The condition a) implies that $\varphi_{\mathcal{D}(M)}$ is surjective and hence is an automorphism.

By Lemma 3.41 we have available the operator $\nabla_{M}$ on $M$ corresponding to the derived action of the element $1 \in \operatorname{Lie}\left(\Gamma_{L}\right)$.

In $\mathfrak{X}$ we have the Zariski and hence admissible open subvariety $\mathfrak{X} \backslash Z$, which is preserved by $\pi_{L}^{*}$ and by the action of $\Gamma_{L}$. Therefore $\varphi_{M}$ and the action of $\Gamma_{L}$ extend semilinearly to

$$
M\left\{Z^{-1}\right\}:=\mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M .
$$

The inclusion of coherent ideal sheaves $\widetilde{I_{Z}} \subseteq \mathcal{O}$ is an isomorphism over $\mathfrak{X} \backslash Z$. It follows, using Fact 1.12.iv, that $\mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} I_{Z}=\mathcal{O}_{L}(\mathfrak{X} \backslash Z)$ and hence that $I_{Z}$ generates the unit ideal in $\mathcal{O}_{L}(\mathfrak{X} \backslash Z)$. This shows that $\mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \subseteq \mathcal{O}_{L}(\mathfrak{X} \backslash Z)$. Hence the condition a) implies that the map
$\operatorname{id} \otimes \varphi_{M}: \mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} M=\mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X} \backslash Z), \varphi_{L}} M\left\{Z^{-1}\right\} \xrightarrow{\cong} M\left\{Z^{-1}\right\}$ is an isomorphism.

Proposition 3.42. We have $\mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{L} M\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left\{Z^{-1}\right\}$.

In particular, the projection map $M\left\{Z^{-1}\right\} \longrightarrow \mathcal{D}(M)$ restricts to an isomorphism $M\left\{Z^{-1}\right\}^{\Gamma_{L}} \xrightarrow{\cong} \mathcal{D}(M)$ such that the diagram

is commutative. In fact, we have

$$
M\left[Z^{-1}\right]^{\Gamma_{L}}=M\left\{Z^{-1}\right\}^{\Gamma_{L}} \quad \text { and } \quad \mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{L} M\left[Z^{-1}\right]^{\Gamma_{L}}=M\left[Z^{-1}\right]
$$

Proof. Let $r \in(0,1) \cap p^{\mathbf{Q}}$. We put

$$
\begin{aligned}
& M(r):=\mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M \text { and } \\
& M(r)\left\{Z^{-1}\right\}:=\mathcal{O}_{L}(\mathfrak{X}(r) \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M=\mathcal{O}_{L}(\mathfrak{X}(r) \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X}(r))} M(r) .
\end{aligned}
$$

We semilinearly extend the $\Gamma_{L}$-action to $M(r)$ and $M(r)\left\{Z^{-1}\right\}$. At first we suppose that $r<p^{-\frac{1}{p-1}}$. Using Lemma 2.18 the same reasoning as in the proof of Lemma 3.41 shows that this $\Gamma_{L}$-action on $M(r)$ is locally $\mathbf{Q}_{p}$-analytic. In particular, we have the operator $\nabla_{M(r)}$. By possibly passing to a smaller $r$ we may assume that $M(r)$ is free over $\mathcal{O}_{L}(\mathfrak{X}(r))$. By Lemma 1.16 we may view $M(r)$ as a finitely generated free differential module over $\mathcal{O}_{L}(\mathfrak{B}(r))$ for the derivation $y \frac{d}{d y}$. The $p$-adic Fuchs theorem for disks ([Ked10] Thm. 13.2.2) then implies, again by possibly passing to a smaller $r$, that the $L$-vector space $M(r)^{\nabla_{M(r)}=0}$ contains a basis of the $\mathcal{O}_{L}(\mathfrak{X}(r))$ module $M(r)$ (observe that, as a consequence of the condition c), the constant matrix of this differential module is the zero matrix). By [Ked10] Lemma 5.1.5 (applied to the field of fractions of $\mathcal{O}_{L}(\mathfrak{X}(r))$ ) we, in fact, obtain that

$$
\mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{L} M(r)^{\nabla_{M(r)}=0}=M(r) .
$$

It follows that the projection map restricts to an isomorphism

$$
M(r)^{\nabla_{M(r)}=0} \xrightarrow{\cong} M(r) / \mathfrak{n}(1) M(r)=M / \mathfrak{n}(1) M
$$

Since, on the one hand, $\Gamma_{L}$ acts trivially on $M / \mathfrak{n}(1) M$ by condition c) and, on the other hand, the $\Gamma_{L}$-action commutes with $\nabla_{M(r)}$ it further follows that $M(r)^{\Gamma_{L}}=$ $M(r)^{\nabla_{M(r)}=0}$ and hence that

$$
\mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{L} M(r)^{\Gamma_{L}}=M(r) \quad \text { and } \quad M(r)^{\Gamma_{L}} \xrightarrow{\cong} M / \mathfrak{n}(1) M
$$

Observe that $\mathfrak{X}(r) \cap Z=\emptyset$ and hence $M(r)=M(r)\left\{Z^{-1}\right\}$.
We now choose a sequence $r=r_{0}<r_{1}<\ldots<r_{m}<\ldots<1$ in $p^{\mathbf{Q}}$ converging to 1 such that $p^{*}\left(\mathfrak{X}\left(r_{m+1}\right)\right) \subseteq \mathfrak{X}\left(r_{m}\right)$ for any $m \geq 0$. By induction we assume that

$$
\mathcal{O}_{L}\left(\mathcal{X}\left(r_{m}\right) \backslash Z\right) \otimes_{L} M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left(r_{m}\right)\left\{Z^{-1}\right\}
$$

holds true. We temporarily denote by $\phi$ the ring endomorphism of $\mathcal{O}_{L}(\mathfrak{X} \backslash Z)$ induced by the morphism $p^{*}: \mathfrak{X} \longrightarrow \mathfrak{X}$. It extends to a ring homomorphism

$$
\phi: \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right) \longrightarrow \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right)
$$

As a consequence of the condition a) we have the $\mathcal{O}_{L}(\mathfrak{X} \backslash Z)$-linear isomorphism

$$
\begin{aligned}
& \mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \phi} M \cong M\left\{Z^{-1}\right\} \\
& f \otimes s \longmapsto f p(s)
\end{aligned}
$$

which base changes to the $\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right)$-linear isomorphism

$$
\begin{array}{rl}
\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right) \otimes_{L} & M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}} \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right) \otimes_{\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right), \phi} M\left(r_{m}\right)\left\{Z^{-1}\right\} \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \phi} M \xrightarrow{\cong} M\left(r_{m+1}\right)\left\{Z^{-1}\right\},
\end{array}
$$

where the first identity is our induction hypothesis, denoted by $\alpha_{m}$. On the one hand the restricted map

$$
\alpha_{m}: M\left(r_{m}\right)\left\{Z^{-1}\right\}=\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M \longrightarrow M\left(r_{m+1}\right)\left\{Z^{-1}\right\}
$$

satisfies

$$
\begin{equation*}
\alpha_{m}(f \otimes s)=\phi(f) p(s) \quad \text { for any } f \in \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right) \text { and } s \in M \tag{3.12}
\end{equation*}
$$

On the other hand the further restriction to $M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}$ fits into the diagram

where $e$ denotes the ramification index of $L / \mathbf{Q}_{p}$. The left square is commutative as a consequence of conditions b) and c). The right upper horizontal arrow is given by restriction from $\mathfrak{X}\left(r_{m+1}\right)$ to $\mathfrak{X}\left(r_{m}\right)$; it is injective since $M$ is projective. The right part of the diagram is trivially commutative. The indicated perpendicular isomorphisms hold by the induction hypothesis. It follows that all arrows in the diagram are isomorphisms. We see that the original isomorphism $\alpha_{m}$ sends $M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}$ isomorphically onto $M\left(r_{m+1}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}$ which implies that

$$
\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right) \backslash Z\right) \otimes_{L} M\left(r_{m+1}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left(r_{m+1}\right)\left\{Z^{-1}\right\} .
$$

Moreover, the restriction maps induce isomorphisms

$$
M\left(r_{m+1}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}} \cong M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}
$$

as well.
Let $\mathfrak{M}$ denote the coherent $\mathcal{O}_{\mathfrak{X}}$-module with global sections $M$. According to Fact 1.12.iv we have $\mathfrak{M}(\mathfrak{X} \backslash Z)=M\left\{Z^{-1}\right\}$ and $\mathfrak{M}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right)=M\left(r_{m}\right)\left\{Z^{-1}\right\}$. Since the $\mathfrak{X}\left(r_{m}\right) \backslash Z$ form an admissible covering of $\mathfrak{X} \backslash Z$ we have

$$
\mathfrak{M}(\mathfrak{X} \backslash Z)={\underset{m}{\lim }}_{\underset{M}{ }} \mathfrak{M}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right)
$$

It follows first that

$$
M\left\{Z^{-1}\right\}^{\Gamma_{L}}={\underset{\check{m}}{\lim _{m}}} M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}} \cong M\left(r_{n}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}
$$

for any $n$, hence

$$
\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right) \backslash Z\right) \otimes_{L} M\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left(r_{m}\right)\left\{Z^{-1}\right\}
$$

and finally, by passing to the projective limit in the latter identity, that we have $\mathcal{O}_{L}(\mathfrak{X} \backslash Z) \otimes_{L} M\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left\{Z^{-1}\right\}$.

For any $j \geq 0$ we set $Z_{j}:=\{x \in Z: n(x) \leq j\}=\mathfrak{X}\left[\pi_{L}^{j+1}\right]$, and $Z_{-1}:=\emptyset$. Lemma 1.26 implies that

$$
\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}\left(I_{Z_{j}}^{\ell}\right)=I_{Z_{j+1} \backslash Z_{0}}^{\ell} \quad \text { and } \quad \mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}\left(I_{Z \backslash Z_{j}}^{\ell}\right)=I_{Z \backslash Z_{j+1}}^{\ell}
$$

for any $\ell \in \mathbf{Z}$. If $e$ denotes the ramification index of $L / \mathbf{Q}_{p}$ then we have $p=\pi_{L}^{e} u$ for some $u \in o_{L}^{\times}$. We deduce inductively that

$$
\mathcal{O}_{L}(\mathfrak{X}) \phi\left(I_{Z}\right)=\mathcal{O}_{L}(\mathfrak{X}) \varphi_{L}^{e}\left(I_{Z}\right)=I_{Z \backslash Z_{e-1}}
$$

For the more precise form of the assertion we use Remark 3.40 with the integers $a \leq 0 \leq c$, which says that

$$
I_{Z_{0}}^{a+c} M \subseteq \mathcal{O}_{L}(\mathfrak{X}) \varphi_{M}(M) \subseteq I_{Z_{0}}^{a} M
$$

By induction with respect to $j \geq 1$ let us assume that $\varphi_{M}^{j}(M) \subseteq I_{Z_{j-1}}^{a} M$ holds true. We compute

$$
\varphi_{M}^{j+1}(M) \subseteq \varphi_{M}\left(I_{Z_{j-1}}^{a} M\right)=\varphi_{L}\left(I_{Z_{j-1}}^{a}\right) \varphi_{M}(M) \subseteq I_{Z_{j} \backslash Z_{0}}^{a} I_{Z_{0}}^{a} M=I_{Z_{j}}^{a} M
$$

In particular, we obtain that

$$
p(M)=\varphi_{M}^{e}(M) \subseteq I_{Z_{e-1}}^{a} M
$$

A similar induction shows that

$$
\begin{aligned}
\mathcal{O}_{L}(\mathfrak{X}) \varphi_{M}^{j+1}(M) & =\mathcal{O}_{L}(\mathfrak{X}) \varphi_{M}\left(\mathcal{O}_{L}(\mathfrak{X}) \varphi_{M}^{j}(M)\right) \\
& \supseteq \mathcal{O}_{L}(\mathfrak{X}) \varphi_{M}\left(I_{Z_{j-1}}^{a+c} M\right) \\
& =I_{Z_{j} \backslash Z_{0}}^{a+c} \varphi_{M}(M) \\
& \supseteq I_{Z_{j} \backslash Z_{0}}^{a+c} I_{Z_{0}}^{a+c} M \\
& =I_{Z_{j}}^{a+c} M
\end{aligned}
$$

and hence that

$$
\mathcal{O}_{L}(\mathfrak{X}) p(M) \supseteq I_{Z_{e-1}}^{a+c} M .
$$

For the identity $M\left[Z^{-1}\right]^{\Gamma_{L}}=M\left\{Z^{-1}\right\}^{\Gamma_{L}}$ it suffices to show that $I_{Z}^{-a} \cdot M\left\{Z^{-1}\right\}^{\Gamma_{L}} \subseteq$ $M$ which further reduces to the claim that $I_{Z}^{-a} \cdot M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}} \subseteq M\left(r_{m}\right)$ for any $m \geq 0$. This holds trivially true for $m=0$. Any element in $M\left(r_{m+1}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}$ can be written as $\alpha_{m}(s)$ for some $s \in M\left(r_{m}\right)\left\{Z^{-1}\right\}^{\Gamma_{L}}$. By induction we may assume that $I_{Z}^{-a} s \subseteq M\left(r_{m}\right)$. Take $f \in I_{Z}^{-a} \subseteq \mathcal{O}_{L}(\mathfrak{X})$ and write $f s=\sum_{i=1}^{\ell} g_{i} \otimes s_{i}$ with $g_{i} \in \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right)\right)$ and $s_{i} \in M$. Using (3.12) we compute

$$
\phi(f) \alpha_{m}(s)=\alpha_{m}(f s)=\sum_{i} \phi\left(g_{i}\right) p\left(s_{i}\right) \in \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) p(M) \subseteq I_{Z_{e-1}}^{a} M\left(r_{m+1}\right)
$$

We see that $\phi\left(I_{Z}^{-a}\right) \alpha_{m}(s) \subseteq I_{Z_{e-1}}^{a} M\left(r_{m+1}\right)$ and hence that

$$
M\left(r_{m+1}\right) \supseteq I_{Z_{e-1}}^{-a} \phi\left(I_{Z}^{-a}\right) \alpha_{m}(s)=I_{Z_{e-1}}^{-a} I_{Z \backslash Z_{e-1}}^{-a} \alpha_{m}(s)=I_{Z}^{-a} \alpha_{m}(s)
$$

Next we consider the commutative diagram

where the right vertical inclusion comes from the projectivity of $M$. We have seen that $\mathcal{O}_{L}(\mathfrak{X}) \otimes_{L} M\left[Z^{-1}\right]^{\Gamma_{L}} \subseteq I_{Z}^{a} M$. In order to recognize the upper horizontal arrow as an identity it suffices to show that $I_{Z}^{a+c} M \subseteq \mathcal{O}_{L}(\mathfrak{X}) \otimes_{L} M\left[Z^{-1}\right]^{\Gamma_{L}}$. This reduces
to the claim that $I_{Z}^{a+c} M\left(r_{m}\right) \subseteq \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right)\right) \otimes_{L} M\left(r_{m}\right)\left[Z^{-1}\right]^{\Gamma_{L}}$ for any $m \geq 0$. This is clear for $m=0$. By induction we compute

$$
\begin{aligned}
\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) \otimes_{L} M\left(r_{m+1}\right) & {\left[Z^{-1}\right]^{\Gamma_{L}} } \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) \otimes_{L} \alpha_{m}\left(M\left(r_{m}\right)\left[Z^{-1}\right]^{\Gamma_{L}}\right) \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) p\left(\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m}\right)\right) \otimes_{L} M\left(r_{m}\right)\left[Z^{-1}\right]^{\Gamma_{L}}\right) \\
& \supseteq \mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) p\left(I_{Z}^{a+c} M\left(r_{m}\right)\right) \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) \phi\left(I_{Z}^{a+c}\right) p\left(M\left(r_{m}\right)\right) \\
& =\mathcal{O}_{L}\left(\mathfrak{X}\left(r_{m+1}\right)\right) I_{Z \backslash Z_{e-1}}^{a+c} p\left(M\left(r_{m}\right)\right) \\
& \supseteq I_{Z \backslash Z_{e-1}}^{a+c} I_{Z_{e-1}}^{a+c} M\left(r_{m+1}\right)=I_{Z}^{a+c} M\left(r_{m+1}\right)
\end{aligned}
$$

Remark 3.43. The derived $\operatorname{Lie}\left(\Gamma_{L}\right)$-action on any $M$ in $\operatorname{Mod}_{/ \mathcal{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$ is $L$ bilinear.

Proof. We use the notations in the proof of Prop. 3.42, in particular, the radius $r=r_{0}$. Since $M \subseteq M(r)$ it suffices to prove the analogous assertion for $M(r)$. But in that proof we had seen that $M(r)=\mathcal{O}_{L}(\mathfrak{X}(r)) \otimes_{L} M(r)^{\Gamma_{L}}$ which further reduces us to the case of the derived action on $\mathcal{O}_{L}(\mathfrak{X}(r))$. This case was treated in Lemma 2.18.

We now define a filtration on $\mathcal{D}(M)$. In fact, using the isomorphism in Prop. 3.42 we define the filtration on the isomorphic $M\left[Z^{-1}\right]^{\Gamma_{L}}$. We pick a point $x_{0} \in Z_{0}$. Passing to the germ in $x_{0}$ gives an injective homomorphism $M \longrightarrow \mathcal{O}_{x_{0}} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$. This map extends to a homomorphism $M\left[Z^{-1}\right] \longrightarrow \operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$, which still is injective, leading to the commutative diagram


The $\mathfrak{m}_{x_{0}}$-adic filtration on $\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$ induces, via the injective composition of the lower horizontal arrows, an exhaustive and separated filtration Fil $M\left[Z^{-1}\right]^{\Gamma_{L}}$ on $M\left[Z^{-1}\right]^{\Gamma_{L}}$ which we transport to a filtration on $\mathcal{D}(M)$. Since $\Gamma_{L}$ acts transitively on $Z_{0}$ this filtration is independent of the choice of $x_{0}$. In this way we obtain a functor

$$
\begin{aligned}
\mathcal{D}: \operatorname{Mod}_{/ \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }} & \longrightarrow \operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right) \\
M & \longmapsto \mathcal{D}(M) .
\end{aligned}
$$

Theorem 3.44. The functors $\mathcal{M}$ and $\mathcal{D}$ are quasi-inverse equivalences between the categories $\operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right)$ and $\operatorname{Mod}_{/ \mathcal{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$.

Proof. Given any $D$ in $\operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right)$ we put $M:=\mathcal{M}(D)$. It follows from (3.10) and Lemma 3.29 that

$$
D \subseteq \mathcal{M}(D)\left[Z^{-1}\right]^{\Gamma_{L}}=M\left[Z^{-1}\right]^{\Gamma_{L}} \subseteq M\left\{Z^{-1}\right\}^{\Gamma_{L}} \cong \mathcal{D}(M)
$$

By Lemma 3.31 the rank of $M$ is equal to the dimension of $D$. Hence the outer terms in the above chain have the same dimension, and so we have to have equality everywhere. Obviously, $\varphi_{M}$ induces $\varphi_{D}$. As a consequence of Lemma 3.32 we have

$$
\begin{aligned}
& \mathfrak{m}_{x_{0}}^{i} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M=\mathfrak{m}_{x_{0}}^{i}\left(\mathcal{O}_{x_{0}} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M\right) \\
&=\mathfrak{m}_{x_{0}}^{i} \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{L} D\right)=\operatorname{Fil}^{i}\left(\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{L} D\right)
\end{aligned}
$$

for any $i \in \mathbf{Z}$. This shows that the $\mathfrak{m}_{x_{0}}^{i}$-adic filtration on $\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$ coincides with the tensor product filtration on $\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{L} D$ and therefore induces the original filtration on $D$. We conclude that the above isomorphism $D \cong \mathcal{D}(\mathcal{M}(D))$ is a natural isomorphism in the category $\operatorname{Vec}\left(\mathrm{Fil}, \varphi_{L}\right)$.

Now consider any $M$ in $\operatorname{Mod}_{/ \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$ and $D^{\prime}:=M\left\{Z^{-1}\right\}^{\Gamma_{L}}=M\left[Z^{-1}\right]^{\Gamma_{L}}$ in $\operatorname{Vec}\left(\right.$ Fil,$\left.\varphi_{L}\right)$. Using Prop. 3.42 we see that

$$
\mathcal{M}\left(D^{\prime}\right)=\left\{s \in M\left[Z^{-1}\right]:\left(\operatorname{id} \otimes \varphi_{D^{\prime}}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}\right) \text { for any } x \in Z\right\}
$$

The identity $\mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{L} D^{\prime}=\mathcal{O}_{L}(\mathfrak{X})\left[Z^{-1}\right] \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$ gives rise, for any $x \in Z$, to the identity $\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}=\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M$. We claim that

$$
\left(\operatorname{id} \otimes \varphi_{D^{\prime}}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}\right) \quad \text { if and only if } \quad s \in \mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M
$$

This shows that $\mathcal{M}\left(D^{\prime}\right)=M$. It is straightforward to see that this identity is compatible with the monoid actions on both sides. Hence we obtain a natural isomorphism $M \cong \mathcal{M}(\mathcal{D}(M))$ in the category $\operatorname{Mod}_{\neq \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}$. To establish this claim we first consider the case $x \in Z_{0}$. We need to verify that

$$
\operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}\right)=\mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M
$$

But this is a special case of the subsequent Lemma 3.45. For a general $x \in Z$ we put $x_{0}:=\left(\pi_{L}^{*}\right)^{n(x)}(x) \in Z_{0}$. Then $\left(\operatorname{id} \otimes \varphi_{D^{\prime}}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}\right)$ if and only if $s$ lies in

$$
\begin{aligned}
\left(\mathrm{id} \otimes \varphi_{D^{\prime}}^{n(x)}\right) \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} D^{\prime}\right) & =\sum_{i} \mathfrak{m}_{x}^{i} \otimes_{L} \varphi_{D^{\prime}}^{n(x)}\left(\mathrm{Fil}^{-i} D^{\prime}\right) \\
& =\sum_{i} \mathcal{O}_{x} \varphi_{L}^{n(x)}\left(\mathfrak{m}_{x_{0}}^{i}\right) \otimes_{L} \varphi_{D^{\prime}}^{n(x)}\left(\mathrm{Fil}^{-i} D^{\prime}\right) \\
& =\mathcal{O}_{x}\left(\varphi_{L} \otimes \varphi_{M}\right)^{n(x)} \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{x_{0}}\right) \otimes_{L} D^{\prime}\right) \\
& =\mathcal{O}_{x}\left(\varphi_{L} \otimes \varphi_{M}\right)^{n(x)}\left(\mathcal{O}_{x_{0}} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M\right) \\
& =\mathcal{O}_{x} \otimes_{\mathcal{O}_{L}(\mathfrak{X})} M
\end{aligned}
$$

Here the second, resp. fourth, resp. last, identity uses that $\varphi_{L}$ is unramified (Lemma 1.26.ii), resp. the previous case of points in $Z_{0}$, resp. an iteration of Remark 3.40.

Consider any point $x \in Z_{0}$, which is the Galois orbit of a character $\chi$ of $o_{L}$. Since $\chi$ has values in the group $\mu_{p}$ of $p$ th roots of unity, the residue class field $L_{x}$ of $\mathcal{O}_{x}$ is equal to $L_{x}=L\left(\mu_{p}\right)$, and we have $x=\operatorname{Gal}\left(L_{x} / L\right) \chi$. On the other hand, by Lemma 2.13 we have $\mathfrak{X}\left(\pi_{L}\right)\left(\mathbf{C}_{p}\right) \cong k_{L}$ as $o_{L}$-modules, where $k_{L}$ denotes the residue field of $o_{L}$. We see that $\Gamma_{L}$ acts on $Z_{0}\left(\mathbf{C}_{p}\right)$ through its factor group $k_{L}^{\times}$. The stabilizer $\Gamma_{x}$ of $x$ satisfies $1+\pi_{L} o_{L} \subseteq \Gamma_{x} \subseteq \Gamma_{L}$. Since the $\Gamma_{L} / 1+\pi_{L} o_{L}=k_{L}^{\times}$-action on $Z_{0}\left(\mathbf{C}_{p}\right)$ is simply transitive there is a unique isomorphism

$$
\sigma_{x}: \Gamma_{x} / 1+\pi_{L} o_{L} \xrightarrow{\cong} \operatorname{Gal}\left(L_{x} / L\right)
$$

such that $\gamma^{*}(\chi)=\sigma_{x}(\gamma)(\chi)$ for any $\gamma \in \Gamma_{x}$. On the other hand the $\Gamma_{L}$-action on $\mathfrak{X}$ induces a $\Gamma_{x}$-action on $\mathcal{O}_{x}$ and hence on $L_{x}$. The identities

$$
\left(\gamma_{*}(f)\right)(\chi)=f\left(\gamma^{*}(\chi)\right)=f\left(\sigma_{x}(\gamma)(\chi)\right)=\sigma_{x}(\gamma)(f(\chi))
$$

for any $f \in \mathcal{O}_{x}$ and $\gamma \in \Gamma_{x}$ show that this last action is given by the homomorphism $\sigma_{x}: \Gamma_{x} \longrightarrow \operatorname{Gal}\left(L_{x} / L\right)$.

Lemma 3.45. Let $x \in Z_{0}$, let $V$ be a finite dimensional $L$-vector space, and equip $\operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} V$ with the $\Gamma_{x}$-action through the first factor. Suppose given any $\Gamma_{x}$-invariant $\mathcal{O}_{x}$-lattice $\mathcal{L} \subseteq \operatorname{Fr}\left(\mathcal{O}_{x}\right) \otimes_{L} V$ and define $\mathrm{Fil}^{i} V:=V \cap \mathfrak{m}_{x}^{i} \mathcal{L}$ for any $i \in \mathbf{Z}$. We then have

$$
\mathcal{L}=\sum_{i \in \mathbf{Z}} \mathfrak{m}_{x}^{i} \otimes_{L} \mathrm{Fil}^{-i} V
$$

Proof. Let $\ell_{x} \in \mathcal{O}_{x}$ denote the germ of $\log _{\mathfrak{X}}$. By Lemma 1.28 we have $\mathfrak{m}_{x}=$ $\ell_{x} \mathcal{O}_{x}$ and $\gamma_{*}\left(\ell_{x}\right)=\gamma \cdot \ell_{x}$ for any $\gamma \in \Gamma_{x}$. We find integers $n \leq 0 \leq m$ such that

$$
\ell_{x}^{m} \mathcal{O}_{x} \otimes_{L} V \subseteq \mathcal{L} \subseteq \ell_{x}^{n} \mathcal{O}_{x} \otimes_{L} V
$$

Let $\widehat{\mathcal{O}}_{x}=L_{x}\left[\left[\ell_{x}\right]\right]$ be the $\mathfrak{m}_{x}$-adic completion of $\mathcal{O}_{x}$. We then have the $\Gamma_{x}$-invariant decomposition

$$
\ell_{x}^{n} \mathcal{O}_{x} / \ell_{x}^{m} \mathcal{O}_{x}=\ell_{x}^{n} \widehat{\mathcal{O}}_{x} / \ell_{x}^{m} \widehat{\mathcal{O}}_{x}=\ell_{x}^{n} L_{x} \oplus \ell_{x}^{n+1} L_{x} \oplus \ldots \oplus \ell_{x}^{m-1} L_{x}
$$

The $\Gamma_{x}$-action on $\ell_{x}^{j} L_{x}$ is given by $\gamma_{*}\left(\ell_{x}^{j} c\right)=\ell_{x}^{j} \gamma^{j} \cdot \sigma_{x}(\gamma)(c)$. Since $\operatorname{Gal}\left(L_{x} / L\right)$ acts semisimply on $L_{x}$ we see that the above decomposition exhibits the left hand side as a semisimple $\Gamma_{x}$-module with the summands on the right hand side having no simple constituents in common. The same then holds true for the decomposition

$$
\ell_{x}^{n} \mathcal{O}_{x} \otimes_{L} V / \ell_{x}^{m} \mathcal{O}_{x} \otimes_{L} V=\left(\ell_{x}^{n} L_{x} \otimes_{L} V\right) \oplus \ldots \oplus\left(\ell_{x}^{m-1} L_{x} \otimes_{L} V\right)
$$

It therefore follows that

$$
\mathcal{L} / \ell_{x}^{m} \mathcal{O}_{x} \otimes_{L} V=\ell_{x}^{n}\left(L_{x} \otimes_{L} V\right)_{-n} \oplus \ldots \oplus \ell_{x}^{m-1}\left(L_{x} \otimes_{L} V\right)_{-(m-1)}
$$

with $\operatorname{Gal}\left(L_{x} / L\right)$-invariant $L_{x}$-vector subspaces $\left(L_{x} \otimes_{L} V\right)_{-j} \subseteq L_{x} \otimes_{L} V$. By Galois descent we have $\left(L_{x} \otimes_{L} V\right)_{-j}=L_{x} \otimes_{L} V_{-j}$ for a unique $L$-vector subspace $V_{-j} \subseteq V$. Hence

$$
\mathcal{L} / \ell_{x}^{m} \mathcal{O}_{x} \otimes_{L} V=\left(\ell_{x}^{n} L_{x} \otimes_{L} V_{-n}\right) \oplus \ldots \oplus\left(\ell_{x}^{m-1} L_{x} \otimes_{L} V_{-(m-1)}\right)
$$

Multiplying this identity by $\ell_{x}$ shows that $V_{-j} \subseteq V_{-(j+1)}$. We deduce that

$$
\begin{aligned}
\mathcal{L} & =\left(\ell_{x}^{n} \mathcal{O}_{x} \otimes_{L} V_{-n}\right)+\ldots+\left(\ell_{x}^{m-1} \mathcal{O}_{x} \otimes_{L} V_{-(m-1)}\right)+\left(\ell_{x}^{m} \mathcal{O}_{x} \otimes_{L} V\right) \\
& =\sum_{i \in \mathbf{Z}} \mathfrak{m}_{x}^{i} \otimes_{L} V_{-i}
\end{aligned}
$$

with $V_{-i}:=V$, resp. $:=\{0\}$, for $i \geq m$, resp. $i>n$. In particular, we obtain $\mathfrak{m}_{x}^{i} \otimes_{L} V_{-i} \subseteq \mathcal{L}$, hence $V_{-i} \subseteq \mathfrak{m}_{x}^{-i} \mathcal{L}$, and therefore $V_{-i} \subseteq \mathrm{Fil}^{-i} V$. We conclude that

$$
\mathcal{L} \subseteq \sum_{i \in \mathbf{Z}} \mathfrak{m}_{x}^{i} \otimes_{L} \mathrm{Fil}^{-i} V
$$

The reverse inclusion is immediate from the definition of Fil ${ }^{\bullet} V$.
3.5. Crystalline $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$

We now consider the $\mathscr{R}_{L}(\mathfrak{X})$-module

$$
\mathcal{M}_{\mathscr{R}}(D):=\mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D) .
$$

Let $r_{0} \in(0,1) \cap p^{\mathbf{Q}}$ be such that $Z_{0} \subseteq \mathfrak{X}\left(r_{0}\right)$. Then the inclusion of coherent ideal sheaves $\widetilde{I_{Z_{0}}} \subseteq \mathcal{O}$ is an isomorphism over $\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)$. It follows, using Fact 1.12.iv, that $\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} I_{Z_{0}}=\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$ and hence that $I_{Z_{0}}$ generates the unit ideal in $\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$. This implies that $\mathcal{O}_{L}(\mathfrak{X})\left[Z_{0}^{-1}\right] \subseteq \mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$. Using Cor. 3.37.ii we deduce that the $\mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right)$-linear map

$$
\left.\begin{array}{rl}
\widetilde{\varphi}_{\mathcal{M}(D)}: \mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X}), \varphi_{L}} \mathcal{M}(D) & \cong  \tag{3.13}\\
f \otimes s & \mathcal{O}_{L}\left(\mathfrak{X} \backslash \mathfrak{X}\left(r_{0}\right)\right) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D) \\
\mathcal{M}(D)
\end{array}\right)
$$

is an isomorphism.
We now define the finitely generated projective module

$$
\mathcal{M}_{\mathscr{R}}(D):=\mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}(D)
$$

over the Robba ring. Its rank is equal to the dimension $d_{D}$ of $D$. The $\varphi_{L}$-linear endomorphisms $\varphi_{\mathcal{M}_{\mathscr{R}}(D)}:=\varphi_{L} \otimes \varphi_{\mathcal{M}(D)}$ and $c_{\mathcal{M}_{\mathscr{R}}(D)}:=c_{*} \otimes c_{\mathcal{M}(D)}$, for $c \in o_{L}^{\times}$, which by (3.11) commute with $\varphi_{\mathcal{M}_{\mathscr{R}}(D)}$, together define a semilinear action of the monoid $o_{L} \backslash\{0\}$ on $\mathcal{M}_{\mathscr{R}}(D)$ (which does not depend on the choice of $\pi_{L}$ ). As a consequence of (3.13) the induced $\mathscr{R}_{L}(\mathfrak{X})$-linear map

$$
\mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathscr{R}_{L}(\mathfrak{X}), \varphi_{L}} \mathcal{M}_{\mathscr{R}}(D) \xrightarrow[\mathrm{id} \otimes \varphi_{\mathcal{M}_{\mathscr{R}}(D)}]{\cong} \mathcal{M}_{\mathscr{R}}(D)
$$

is an isomorphism.
Corollary 3.46. The module $\mathcal{M}_{\mathscr{R}}(D)$ is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{L}(\mathfrak{X})$.
In this way we have constructed a functor

$$
D \longmapsto \mathcal{M}_{\mathscr{R}}(D)
$$

from the category of filtered $\varphi_{L}$-modules into the category $\operatorname{Mod}_{L}\left(\mathscr{R}_{L}(\mathfrak{X})\right)$, which is exact as can be seen from the description of the stalks in Lemmas 3.31 and 3.32. By Lemma 3.38, $\mathcal{M}_{\mathscr{R}}(D)$ is $L$-analytic.

The construction of the equivalence of categories

$$
\mathcal{M}_{\mathfrak{X}}:=\mathcal{M}: \operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right) \xrightarrow{\simeq} \operatorname{Mod}_{/ \mathfrak{X}}^{\varphi_{L}, \Gamma_{L}, \text { an }}
$$

in Thm. 3.44 works literally in the same way over $\mathfrak{B}$ producing an equivalence

$$
\mathcal{M}_{\mathfrak{B}}: \operatorname{Vec}\left(\operatorname{Fil}, \varphi_{L}\right) \xrightarrow{\simeq} \operatorname{Mod}_{/ \mathfrak{B}}^{\varphi_{L}, \Gamma_{L}, \text { an }}
$$

with the property that $\mathscr{R}_{L}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}(\mathfrak{B})} \mathcal{M}_{\mathfrak{B}}(D)$ is a $\left(\varphi_{L}, \Gamma_{L}\right)$-module over $\mathscr{R}_{L}(\mathfrak{B})$. This case is due to [Kis06] and [KR09] §2.2.

Lemma 3.47. Under the identification $\mathfrak{B}_{/ \mathbf{C}_{p}}=\mathfrak{X} / \mathbf{C}_{p}$ via $\kappa$ we have

$$
\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{B})} \mathcal{M}_{\mathfrak{X}}(D)=\mathcal{O}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}_{\mathfrak{B}}(D) .
$$

Proof. Let $\mathbf{S}$ be either $\mathfrak{X}$ or $\mathfrak{B}$ over $L$ with structure sheaf $\mathcal{O}_{\mathbf{S}}$. Let $t_{\mathbf{S}}$ denote $\log _{\mathrm{S}}$ and recall that $\log _{\mathfrak{X}}=\Omega_{t_{0}^{\prime}} \cdot \log _{\mathfrak{B}}$ (compare the proof of Lemma 1.28.i). We consider the $\mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S})$-module

$$
\begin{aligned}
& \mathcal{M}_{\mathbf{C}_{p}}(D):=\left\{s \in \mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S})\left[t_{\mathbf{S}}^{-1}\right] \otimes_{L} D:\right. \\
& \left.\quad\left(\operatorname{id} \otimes \varphi_{D}^{-n(x)}\right)(s) \in \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{\mathbf{S}_{/ \mathbf{C}_{p}}, y}\right) \otimes_{L} D\right) \text { for all } y \in Z\left(\mathbf{C}_{p}\right)\right\} .
\end{aligned}
$$

It is, in fact, independent of the choice of $\mathbf{S}$. Therefore it suffices to show that

$$
\mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S}) \otimes_{\mathcal{O}_{L}(\mathbf{S})} \mathcal{M}_{\mathbf{S}}(D)=\mathcal{M}_{\mathbf{C}_{p}}(D)
$$

The left hand side is obviously included in the right hand side. By redoing Lemmas 3.31 and 3.32 over $\mathfrak{X}_{\mathbf{C}_{p}}$ we see that $\mathcal{M}_{\mathbf{C}_{p}}(D)$ is a finitely generated projective $\mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S})$-module such that the stalks $\widetilde{\mathcal{M}}_{\mathbf{C}_{p}, y}(D)$, for $y \in \mathbf{S}\left(\mathbf{C}_{p}\right)$, of the corresponding coherent module sheaf on $\mathbf{S}_{/ \mathbf{C}_{p}}$ satisfy

$$
\widetilde{\mathcal{M}}_{\mathbf{C}_{p}, y}(D) \begin{cases}=\mathcal{O}_{\mathbf{S}_{\mathbf{C}_{p}}, y} \otimes_{L} D & \text { if } y \notin Z\left(\mathbf{C}_{p}\right), \\ \underset{\operatorname{id} \otimes \varphi_{D}^{-n(y)}}{\longrightarrow} \operatorname{Fil}^{0}\left(\operatorname{Fr}\left(\mathcal{O}_{\mathbf{S}_{\mathbf{C}_{p}}, y}\right) \otimes_{L} D\right) & \text { if } y \in Z\left(\mathbf{C}_{p}\right) .\end{cases}
$$

On the other hand we deduce directly, by base change, from these same lemmas that the stalks of the coherent module sheaf corresponding to the finitely projective $\mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S})$-module $\mathcal{O}_{\mathbf{C}_{p}}(\mathbf{S}) \otimes_{\mathcal{O}_{L}(\mathbf{S})} \mathcal{M}_{\mathbf{S}}(D)$ satisfy the very same formula as above. This shows the asserted equality.

Theorem 3.48. The $\left(\varphi_{L}, \Gamma_{L}\right)$-modules

$$
\mathscr{R}_{L}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}_{\mathfrak{X}}(D) \text { and } \mathscr{R}_{L}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}(\mathfrak{B})} \mathcal{M}_{\mathfrak{B}}(D)
$$

correspond to each other via the equivalence in Thm. 3.16.
Proof. Given the construction of our equivalence, it is enough to show that

$$
\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{X}) \otimes_{\mathcal{O}_{L}(\mathfrak{X})} \mathcal{M}_{\mathfrak{X}}(D)=\mathscr{R}_{\mathbf{C}_{p}}(\mathfrak{B}) \otimes_{\mathcal{O}_{L}(\mathfrak{B})} \mathcal{M}_{\mathfrak{B}}(D) .
$$

But this is immediate from Lemma 3.47.
Let $D$ be a 1 -dimensional filtered $\varphi_{L}$-module, and let $v$ be a basis of $D$. Let $t_{H}(D)$ denote the unique integer $i$ such that $\operatorname{gr}^{i}(D) \neq 0$, and let $t_{N}(D)=v_{L}(\alpha)$ where $\varphi_{D}(v)=\alpha v$. If $D$ is any filtered $\varphi_{L}$-module, let $t_{H}(D)=t_{H}(\operatorname{det} D)$ and $t_{N}(D)=t_{N}(\operatorname{det} D)$. We say that $D$ is admissible if $t_{H}(D)=t_{N}(D)$ and if $t_{H}\left(D^{\prime}\right) \leq$ $t_{N}\left(D^{\prime}\right)$ for every sub filtered $\varphi_{L}$-module $D^{\prime}$ of $D$.

Proposition 3.49. If $D$ is a filtered $\varphi_{L}$-module, then

$$
\operatorname{deg}\left(\mathcal{M}_{\mathscr{R}}(D)\right)=t_{N}(D)-t_{H}(D)
$$

In particular, $\mathcal{M}_{\mathscr{R}}(D)$ is étale if and only if $D$ is admissible.
Proof. Given Thm. 3.48 and Prop. 3.26, this is a consequence of the analogous claim over $\mathfrak{B}$, which is proved in $\S 2.3$ of [KR09].

Let $V$ be a crystalline $L$-analytic representation of $G_{L}$ and let

$$
D=\left(\mathbf{B}_{\text {cris }, L} \otimes_{L} V\right)^{G_{L}}
$$

The filtered $\varphi_{L}$-module $D$ is admissible (see $\S 3.1$ of $[\mathbf{K R 0 9}]$; note that $D$ is not $\mathrm{D}_{\text {cris }}(V)$ but the two are related by a simple recipe given in ibid.). By Prop. 3.49, the $\left(\varphi_{L}, \Gamma_{L}\right)$-module $\mathcal{M}_{\mathscr{R}}(D)$ is étale. This gives us a functor from the category
of crystalline $L$-analytic representations of $G_{L}$ to the category of étale $L$-analytic $\left(\varphi_{L}, \Gamma_{L}\right)$-modules over $\mathscr{R}_{L}(\mathfrak{X})$. By Thm. 3.48 , this functor is compatible with the one given in Cor. 3.28.
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[^1]:    ${ }^{1}$ Everything which follows also works for $n=0$. We avoid this case only since the symbol $\mathfrak{X}_{0}$ already has a different meaning.

[^2]:    ${ }^{2}$ For a torsion point $x$ the subsequent Lemma $1.28 . \mathrm{i}$, which says that $\mathfrak{m}_{x}=\log _{\mathfrak{X}} \mathcal{O}_{x}$, allows the following elementary argument. Using assertion ii. of the same lemma we have

    $$
    \varphi_{L}\left(\mathfrak{m}_{\pi_{L}^{*}(x)}\right) \mathcal{O}_{x}=\varphi_{L}\left(\log _{\mathfrak{X}}\right) \mathcal{O}_{x}=\pi_{L} \log _{\mathfrak{X}} \mathcal{O}_{x}=\mathfrak{m}_{x}
    $$

